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I. Introduction, Background, and Purpose

This document provides the description, summary, and evaluation of methodological
procedures and results for the field test of the 1995-96 National Postsecondary Student Aid Study
(NPSAS:96). The field test and subsequent full-scalestudy are being conducted for the National
Center for Education Statistics (NCES) of the U. S. Department of Education, Washington, DC,
as authorized by Title IV, Section 401, of the National Education Statistics Act of 1994 [PL 103-
382]. NPSAS:96 is being conducted under contract by Research Triangle Institute (RTI),
assisted by MPR Associates, Inc. and the National Association of Student FinancialAid
Administrators (NASFAA).

The remainder of this introductory chapter describes brieflythe background, purposes,
and scheduled products of the NPSAS study and the unique purposes of the field test. In
Chapter II, field test design and method are described. Descriptions and overall outcomes of the
several stages of data collection, as well as results of special studies, are presented in Chapter III.
Chapter IV describes the results of a comparative evaluation of samplingdesign options.
Chapters V presents evaluations of procedures used to collect information from institutions and
students/parents. Chapter VI examines issues related to the quality of the data collected, and
Chapter VII summarized the major recommendations for changes in design for the full scale
study. Materials used during the field test survey are provided as appendixes to the report and
cited, where appropriate, in the text.

A. Background and Purpose of NPSAS

NPSAS is a comprehensive nationwide study to determine how students and their families
pay for postsecondary education, and to describe some demographic and other characteristics of
those enrolled. The study is based on a nationallyrepresentative sample of all students in
postsecondary education institutions, includingundergraduate, graduate, and first-professional
students. Students attending all types and levels of institutions are represented in the sample,
includingpublic and private for-profit and not-for-profit institutions, and from less-than-2-year
institutions to 4-year colleges and universities. The study is designed to address the policy
questions resulting from the rapid growth of financialaid programs and the succession of changes
in financialaid program policies since 1986. The first NPSAS study was conducted in 1986-
1987; subsequently, NPSAS has been conducted trianuallyas NPSAS:90, NPSAS:93, and the
current NPSAS:96.

A main objective of the study is to produce reliablenational estimates of characteristics
related to financialaid for postsecondary students. The data are part of the NCES comprehensive
information on student financialaid and other characteristics of those enrolled in postsecondary
education. The study focuses on three general questions with important policy implicationsfor
financialaid programs:

# How do students and their familiesfinance postsecondary education?

# How does the process of financialaid work, in terms of both who applies and who
receives aid?

# What are the effects of financialaid on students and their families?



I. Introduction, Background, and Purpose

NPSAS:96 Field Test Report Page I-2

The first and third questions address the basic purpose of financialaid and provide one
measure of the success of financialaid programs, includingthe underlyingstrategies of students
and familiesin financingpostsecondary education (e.g., Do students avoid sociallydesirable
career paths because of the need to repay higher levels of debt?). The second question addresses
the actual implementationof student aid programs. Federal programs are largely controlled by
factors other than the federal government because school financialaid offices and banks have the
primary responsibilityfor providing information to students and awarding the various types of aid;
consequently, information is needed regarding the types and amounts of aid awards being made by
institutions.

NPSAS also contributes to additional studies described in the General Education
Provisions Act (GEPA). The topics include:

# Current costs to students and their familiesof postsecondary education, graduate
education, and post-baccalaureate professional education;

# Effects of changing school-related expenses on postsecondary education costs for
students at various socioeconomic levels, with differingdemographic
characteristics (Title XIII, Part A, section 1303 HEA, 1986);

# Research on postsecondary opportunities for minorities and women (Title XIV,
section 1401 HEA, 1986);

# Study of financialaid formulae, especiallymore equitable formulae for students
from farm families(Title XIII, Part A, section 1303 HEA, 1986).

B. Scheduled Additional Activities and Products of NPSAS:96

NPSAS:96 full-scaledata collection is scheduled for February through September 1996.
Full-scaledata will be used to examine a wide range of education policy questions including
helping to determine federal policy regarding student financialaid. The extent and depth of the
data allow sophisticated simulationand statistical modeling. Electronicallydocumented, restricted
access research files (with associated electronic codebooks) as well as NCES’ Data Analysis
Systems (DASs) for public release will be constructed from the full-scaledata and distributed to a
variety of organizations and researchers. NPSAS:96 will produce the following types of reports:
(1) a full-scalemethodology report; (2) a sample design report, providing details of sample design
and selection procedures, universal coverage, weighting methodologies, estimation procedures
and design effects, and the results of nonresponse analyses;and (3) descriptive summaries of
significantfindingsincludingUndergraduate Financing of Postsecondary Education, Student
Financing of Graduate and Professional Education, and Profile of Undergraduates at U.S.
Postsecondary Institutions.
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C. Purpose of the Field Test

The major purpose of the NPSAS:96 field test was to use, test, and evaluate all
operational and methodological procedures, instruments, and systems planned for use in the full-
scale study. Many such methodological features, representing enhancements or refinements to
previously used NPSAS approaches, had not been fully tested in the past. Using and testing
methodologies in the field test that parallel the data collection procedures proposed for the main
NPSAS data collection allow such procedures to be adjusted as necessary, before the much larger
(and more expensive) full-scaledata collection activities begin.

This procedure of comprehensive field-testing has been used quite successfullythroughout
the NPSAS series to enhance and advance, after controlled evaluation, the methodologies used in
these important surveys. Just as the results of past NPSAS surveys and their associated field tests
have consistently served to improve subsequent design and method, the results of the NPSAS:96
field test have served to improve the NPSAS:96 full-scalestudy, which, based on the evaluations
reported herein, has been modified and improved to maximizeoperational efficiency,responses,
and the quality of information obtained.

As detailed in Chapter II, the field test differed in some ways from the planned full- scale
study. Of particular note is a difference in timing of the data collection. Specifically,initialdata
collection from the institutions did not begin until April 1995. Consequently, the abbreviated (i.e.,
nine weeks) locating/interviewingschedule did not begin until August of the academic year
following the one in which students were sampled. The high mobilityof many sample members
between school years and the abbreviated locating/interviewingperiod somewhat limited field test
success in these areas. Thus, the field test tracing, contact, and response rates (reported herein)
are expected to improve in the full-scalestudy.
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IV.  Analysis of Two-Stage Versus Three-Stage
Design Options For NPSAS:96

All previous waves of  NPSAS have been implemented as 3-stage sampling designs in
which the three stages of sampling are: (1)  geographic areas (based on 3-digit ZIP codes),
(2) institutions, and (3) students.  The NPSAS:96 field test involves an assessment of the relative
merits of a 2-stage design, in which institutions are selected directly at the first stage, versus the
3-stage design.  The assessment was based on the expected relative costs and relative precision
for these two designs.  

A. Cost Comparison

Difference in total costs between the two sample designs derives entirely from the
difference in costs for implementing the CADE abstractions of student data at sample institutions. 
Institutions are given the option of completing these abstractions with their own staff (self-
CADE) or with the assistance of a contractor field interviewer (FI-CADE).  Choice of design (2-
or 3-stage) has no impact on cost with regard to schools opting for self-CADE; however, the 3-
stage (area clustered) design is expected to produce lower CADE costs primarily because it
should require less  travel and subsistence to process institutions requiring field interviewers (FIs). 
Consequently, we have restricted the cost comparison to comparison of estimated costs only for
implementing CADE under the two designs.  We have further restricted the comparison to
variable costs, since fixed costs will accrue equally under either design.

The real cost difference for implementing CADE depends on the number of institutions
that will require the assistance of an FI.  In the NPSAS:96 field test, FIs were sent to only about
20 percent of the schools.  At another 3 percent (approximately) of the institutions, records were
copied and sent to FI (or to contractor central staff) for data abstraction and entry.  The
experience in the full-scale NPSAS:93 was quite different.  FIs were sent to approximately 47
percent of the participating institutions in NPSAS:93, and hard-copy materials were sent to the
FIs (or the central office) by an additional 8 percent of the participating institutions.

We expect the percentage of FI-CADE schools in the full-scale NPSAS:96 to be greater
than in the field test for two reasons.  First, as indicated previously, the field test did not include
any of the largest institutions in the population.  Most of these will be in the full-scale study, and
they will have large student sample sizes.  We anticipate (and NPSAS:93 experience confirms)
that schools with large sample sizes are more likely to require an FI to perform CADE.  Second,
we anticipate that FIs will be sent to some schools in the full-scale study simply to expedite
CADE completion so that the student and parent CATI interviews can proceed on schedule.

Therefore, we have compared cost estimates for two rates of FI-CADE:  35 percent and
55 percent.  The 35 percent rate is consistent with our earlier projections and appears to be a
reasonable expectation, given the field test experience.  The 55 percent rate is consistent with the
NPSAS:93 experience, and serves as an anticipated worst-case scenario for NPSAS:96.
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Scheduling constraints typically preclude an interviewer from working more than three institutions, because many of the FI-1

CADE institutions are identified on a flow basis as self-CADE schools convert to FI-CADE.
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Table IV.1 summarizes our cost estimates for the two designs (2-stage and 3-stage) and
the two potential FI-CADE rates (35 percent and 55 percent).  The cost estimates were
developed from the following considerations and assumptions:

# Simulated FI-CADE samples were examined for each institutional design and
percentage FI-CADE to arrive at an expected number of interviewers to be hired
under each design and the specific counties from which those interviewers are
likely to be recruited.  It was assumed that the number of field interviewers to be
hired would not depend on the percentage of FI-CADE schools because it would
be too late in the process before we would have that information.  For each design,
approximately 110 field interviewers were projected.  It was further assumed that
field interviewers would all be recruited from counties with a relatively large
existing file of potential interviewers.  It is  expected that this is a good
approximation to the efficiency with which we will be able to match interviewer
recruitment with actual FI-CADE schools.

# Expected average CADE costs were developed for the cost categories shown
below.

1. Self-CADE schools that require little assistance (low-maintenance self-
CADE).  

2. Self-CADE schools that require considerable assistance (high- maintenance
self-CADE).  

3. Hard-copy CADE schools (those for which a field interviewer or on-site
RTI staff member must enter the CADE data from hard copy records).

4. FI-CADE schools for which the closest interviewer:
a. is local (within 50 miles), requiring no stay-over.
b. is within commuting distance (50-200 miles), requiring a stay-over.
c. is long distance; must fly (over 200 miles) and rent auto.

# In total, 300 simulations were implemented for each design and each percentage of
FI-CADE (35 percent and 55 percent) to estimate the expected number of
institutions in each of the above six cost categories.  A geographic information
system (GIS) was used to determine the distance from each sample county to the
nearest county with an interviewer.  We monitored the simulated assignments to
interviewers so that no interviewer was assigned more than three institutions
because we found that three was about the average number of schools one
interviewer could work in NPSAS:93. 1
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Exactly the same formulae are applicable for modeling the variance of a sample proportion, except that the analysis variable,2

y , is a (0,1) indicator for receipt of aid, rather than the dollar amount of aid received by the I-th student.i
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B. Precision Comparison

Variance models were developed from the NPSAS:93 data base in order to estimate the
precision that could be expected for NPSAS:96 statistics, using  the variables listed in Table IV.2. 
These statistics involve the proportions of students receiving various types of aid within specified
institution and student analysis domains, and the average amount of  aid received among the
domain of aid recipients.

The variance models developed are approximate models intended only for the purpose of
providing approximate comparison of the precision to be expected under the 2-stage and 3-stage

designs.  The sampling variance for the 3-stage design was modeled for a sample mean, as2

where

d  = unequal weighting design effect for w

V = simple random sampling variance of andsrs

d  = design effect for  due to intracluster correlation, or multi-stage sampling.c

The unequal weighting design effect for each statistic was assumed to be approximately
the same for the NPSAS:93 and NPSAS:96 designs.  Hence, the unequal weighting design effect
was computed for each statistic based on the NPSAS:93 analysis weights as

where

n = the number of NPSAS:93 respondents in the analysis domain, and
w  = the analysis weight for the I-th respondent.i
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Table IV.2— Analysis Variables for Which Variance Components Were Estimated

UNDERGRADUATE STUDENTS (INCLUDING BACCALAUREATE RECIPIENTS)

A. Overall Aid Status--Indicator of receipt of aid and dollar amount of aid for:

1. Any Aid (TOTAID)

2. Federal Aid (TFEDAID2)

3. Institutional Aid (INSTAMT)

4. State aid (STATEAMT)

5. Any grants (TOTGRT)

6. Any loans (TOTLOAN)

7. Any work-study (TOTWKST)

B. Federal Aid Status--Indicator of Receipt of Aid and dollar amount of aid for:  

1. Federal grants (TFEDGRT)

2. Federal loans (TFEDLN)

3. Federal work-study (CWSPERND)

GRADUATE STUDENTS (INCLUDING FIRST-PROFESSIONAL STUDENTS)

A. Overall Aid Status--Indicator of receipt of aid and dollar amount of aid for:

1. Any Aid (TOTAID)

2. Federal Aid (TFEDAID2)

3. Institutional Aid (INSTAMT)

4. State aid (STATEAMT)

5. Any grants (TOTGRT)

6. Any loans (TOTLOAN)

7. Any work-study (TOTWKST)
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  *For a sample proportion, p, this is equivalent to V  = p (1 - p) / n  .3
srs

**Need reference to SAS manual here.  4

The OBE Region was treated as a fixed stratum effect at the first stage of sampling when computing these variance5

components.  
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The computed value of d  was then assumed to apply to the NPSAS:96 estimate for that samew

statistic.

The simple random sampling variance was estimated from the NPSAS:96 data for the
analysis domain as 3

where

  y  = response of the I-th NPSAS:93 participant ((0,1)-indicator of aid or dollar amount)i

  w  = analysis weight for the I-th NPSAS:93 participant,i

 = E  w  y  / E  w , andi i i

 n = anticipated domain sample size in NPSAS:96.

The survey design effect due to intracluster correlation was modeled for the 3-stage
sampling design by first using the SAS Procedure VARCOMP (without analysis weights) to4

compute three variance components :

F  = variability between area PSUs within regional strata1

F  = variability between institutions within area PSUs2

F  = variability between students within institutions.3

This analysis assumes that the variability between the NPSAS:96 PSUs will be approximately the
same as between the NPSAS:93 PSUs, even though the area PSUs have been re-defined.   These5

estimated variance components were then used to estimate the proportion of total variability
associated with each stage of sampling, or the intracluster correlation, as

*  = F  / (F  + F   + F ), and 1 1 1 2 3
2 2 2 2

*  = F  / (F  + F   + F )  .2 2 1 2 3
2 2 2 2

These estimates of intracluster correlations were then used to model the design effect due to
multi-stage sampling as follows:

d  = 1 + *  (n  - 1) + *  (n  -1)  ,c 1 1 2 2
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where

n  = average number of respondents per PSU expected for the analysis domain under1

the NPSAS:96 design, and

n  = average number of respondents per institution expected for the analysis domain2

under the NPSAS:96 design.

Sample sizes used for each student domain are based on the projected numbers of CADE
respondents, as  shown in Table IV.3, because it is expected that the CADE data will be sufficient
for the types of student aid variables being analyzed.

Variance components and the survey design effect due to intracluster correlation were
modeled in a completely analogous manner for the 2-stage survey design.  The SAS Procedure
VARCOMP was used to compute two variance components using the NPSAS:93 data base,
treating the institutions as the first stage of sampling; namely:

F  = variability between institutions within the nine NPSAS:96 institutional strata, and1

F  = variability between students within institutions.2

The institutional strata defined for NPSAS:96 were treated as fixed stratum effects when
computing these variance components.  These estimated variance components were then used to
estimate the intracluster correlation for students within institutions as

* = F  / (F  + F )  .1 1 2
2 2 2

The estimated intracluster correlation was then used to model the design effect due to 2-stage
sampling as:

d  = 1 + * (n  - 1)  .c 2

Full results of these analyses have been presented, both for the full sample and by
institutional stratum, in a separate report; however, a sampling of these results, for the full sample,
and for selected variables are provided in Table IV.4.  For each variable considered, the table
presents the NPSAS:93 estimate for a survey statistic (proportion of students receiving a specific
type of aid, or average amount of aid received by recipients of the specified type of aid), the
estimated standard error for the same statistic based on a 3-stage NPSAS:96 design, the estimated
standard error for that statistic based on a 2-stage NPSAS:96 design, and the estimated
percentage reduction in standard error using the 2-stage design.  These statistics are presented
separately for the undergraduates and graduate/first professional student analysis domains.
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Table IV.3— Anticipated Numbers of CADE Respondents in NPSAS:96

Institutional Stratum

CADE Respondents

Actual Other Grad First-Pro
FTB Undergrads Students Students Total

Total 7,412 13,978 5,493 1,653 28,536

Public, less-than-2-year 181 196 377

Public, 2-year 668 1,342 2,010

Public, 4-year, non-doctorate-granting 1,257 2,524 1,024 4,805

Public, 4-year, doctorate-granting 1,400 2,813 2,236 637 7,086

Private, not-for-profit, less-than-4-year 355 516 871

Private, not-for-profit, 4-year, non-
doctorate-granting 1,157 2,326 1,014 4,497

Private, not-for-profit, 4-year,
doctorate-granting 1,252 2,515 1,173 1,000 5,940

Private, for-profit, less-than-2-year 635 729 1,364

Private, for-profit, 2-year or more 507 13,798 5,493 1,653 28,536
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Table IV.4— Estimated Standard Errors for Selected NPSAS:93 Estimates under Two
NPSAS:96 Sampling Designs

Data Element Student Type Estimate 3-Stage 2-Stage Reduced 
NPSAS:93 Under Under Percent

a

Estimated NPSAS:96 Standard
Error b

c

Any aid receipt (Percent) Undergraduate 41.4 1.1 0.9 21.8
Graduate 38.8 1.4 1.1 16.2

Amount of all aid received (Average) Undergraduate 4,171 121 101 17.1
Graduate 8,497 335 295 11.8

Federal aid receipt (Percent) Undergraduate 32.1 1.1 0.9 23.3
Graduate 19.4 1.2 1.1 13.7

Amount of federal aid received (Average) Undergraduate 3,556 63 62 0.9
Graduate 8,548 286 261 8.9

Loan receipt (Percent) Undergraduate 19.8 1.0 0.8 16.0
Graduate 18.9 1.2 1.0 14.6

Loan amount (Average) Undergraduate 3,266 51 46 8.9
Graduate 9,231 329 291 11.8

Receipt of federal grant aid (Percent) Undergraduate 22.6 1.0 0.8 15.6

Amount of federal grants (Average) Undergraduate 1,679 22 19 16.5

NOTE: NPSAS:93 estimates and estimated NPSAS:96 errors, reported in this table, were computed for eligible CADE respondents under
two assumed sampling designs: the 3-stage sample design used in all prior NPSAS waves and a 2-stage sample design with
institutions sampled as the first stage.  Reported aid receipt percentages (and associated standard errors were computed from all
cases with determinate data on receipt or non-receipt of aid.  Averages, however, were computed using only those cases who
received the specific type of aid and had a determinate aid amount.

Actual computation from NPSAS:93 CADE data.
   a

Computed using values obtained from NPSAS:93 data, but imposing NPSAS:96 institutional and student sample sizes.
   b

Percentage reflects ratio (before rounding) of the difference (between 3- and 2-stage estimates) to the 3-stage estimate.
   c
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There are three perspectives from which the projected improvements in precision can be
interpreted.  First, the percentage reduction in standard errors is directly relevant to percentage
reduction in the width of confidence interval estimates.  Second, the projected absolute reduction in
standard errors is also relevant.  If the percentage reduction in standard errors is large for a given
statistic, but the projected standard error is quite small under both designs, then the reduction in
standard error may not be of great practical significance.  Third, one may wish to consider the
reduction in relative standard errors (RSEs), especially for estimated average amounts of aid received. 
Although the RSE statistics are not explicitly reported in the tables, they can be computed directly
from the information given.

C. Cost/Precision Analysis

1. Cost Analysis

As expected, under either full-CADE scenario, the projected total variable costs shown
in Table IV.1 for conducting CADE are less for the 3-stage design than for the 2-stage design. 
However, the difference is less than expected.  The difference is, as modeled, strictly limited to FI-
CADE cases.  While the total number of such cases is the same under both sample designs, the
distributions among the types of FI cases (which have differing costs) are not the same.  The total
increase of variable CADE costs of 2-stage over 3-stage sampling is about $20,000 under both sets of
assumptions regarding percentages of FI-CADE cases.  The percentage increase in FI-CADE costs is
about 3.3 percent, under 35 percent FI-CADE, and about 2 percent under 55 percent FI-CADE.  The
relatively stable difference in actual costs reflects the natural clustering of institutions under the 2-
stage approach.  

Using a geographic information system (GIS), locations of the sample counties were plotted
under both the 2-stage and 3-stage designs.  Although the 3-stage design has fewer sample counties,
and has larger samples of institutions in several counties, the overall impression is that there is not a
great deal of difference in the sample clustering.  The difference is primarily evident in the mid-West,
where the 3-stage design has sample institutions in noticeably fewer counties.  One reason that the
difference in clustering is not great may be that the institutions were stratified geographically within
each institutional stratum when the direct sample of institutions was selected for the 2-stage design,
which resulted in proportionate allocation of the sample to counties with large student populations.

2. Precision Analysis

The precision achieved with a 2-stage design is necessarily no worse than the precision
achieved with a comparable 3-stage design because an additional stage of sampling can only increase
sampling error.  However, the model results within some institutional domain (not shown in Table
IV.4) often predicted better precision for the 3-stage design, or a negative percent reduction in the
standard errors for a 2-stage design.  This occurred partly because of sampling variation in the
estimates of the variance components, which are notoriously difficult to estimate
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 accurately.  Principally, however, this situation occurred in the present analyses because of the small
number of sample institutions within many sample PSUs, especially when attention is restricted to
those institutions in a particular institutional domain (e.g., public, 2-year institutions).  When this
situation occurs, there are too few degrees of freedom available for estimating the between-institution
(within PSU) variance component, F .  As a result, the between-institution variance component tends2

to be underestimated and some of the variability between institutions is incorrectly attributed to
variability between PSUs, F .  In that case, because the NPSAS:96 design has fewer sample1

institutions than the NPSAS:93 design, the 3-stage standard errors are underestimated for this
application.  Where occurring,  predicted decreases in precision with the 2-stage design (negative
percent reduction in standard error) are best interpreted as a prediction of no difference in precision. 
Of greater importance, however,  this effect likely results in an underestimate of the gain in precision
for other statistics with the 2-stage design, especially for the estimates within institutional domains.

Table IV.4 generally shows that the 2-stage design will result in a greater percentage reduction
in standard errors for estimates of percentages of students receiving aid than for estimates of the
average amount of aid received.  The estimated improvements in standard errors for overall
population estimates of percentages of students receiving aid generally range from 10 to 25 percent. 
For estimated average amounts of aid received, the percentage improvements in standard errors
generally are estimated to be less than 10 percent.  Moreover, if one examines the magnitudes of the
standard errors relative to the NPSAS:93 estimates, one sees that there is not a great deal of
difference in the predicted standard errors, even when the predicted percentage improvement is large
(i.e., standard errors for overall population estimates are relatively small because of the large NPSAS
sample sizes).

D. Conclusion and Recommendation

From the final result of the cost/precision comparison of the 2-stage and 3-stage sampling
designs for NPSAS:96, a convincing argument can be made for either design; however, there is no
strong evidence that one is clearly superior to the other.  In support of the 2-stage design, one can
argue that there is little difference in cost between the two designs, and, therefore, one should
implement the design known to produce the best precision for all survey statistics, namely the 2-stage
design.  However, in support of the 3-stage design, it can argued that there is little expected
difference in precision for important survey statistics (because of the large sample size), and, therefore,
one should implement the least costly design, namely the 3-stage design.

Argument for the 2-stage design seems most compelling because it involves doing the best
possible science with available funds. 

NOTE: One should interpret each negative “Percent Reduction” as a prediction of no difference in precision.





Recommendations for refinements to procedures/systems have been previously presented to NCES staff and to the1

study Technical Review Panel (TRP) in a meeting held in November of 1995.  All recommendations included in
this chapter have been approved for implementation. 
Specifically, the NPSAS:90 initial target of about 16,000 FTBs was not realized in the sampling and data collection,2

and only about 12,000 (non-verified) FTBs were made available as the BPS:90 cohort; further, when verified,
approximately 30 percent of those available proved not to be FTBs.
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V.  Evaluation of Field Test Operations

As indicated in Section I.D, the principal purpose of the NPSAS:96 field test was to test
and evaluate all operational and methodological procedures, instruments and procedures planned
for use in the full-scale Study.  The results of the evaluations are presented in this chapter
together with recommendations therefrom for full-scale implementation.  To maintain continuity1

of discussion, recommendations are presented together with the procedural evaluation(s) that
prompted them (rather than in a separate recommendations section).

A. Obtaining Adequate Numbers of First Time Beginning Students (FTBs)

1. General

a. Background

The NPSAS:96 study serves as the base year of a longitudinal study of
students beginning their postsecondary education experience during one of the terms of the
NPSAS sample year.  Those determined to be such "First Time Beginners" (FTBs) will be
followed at periodic intervals as part of the Beginning Postsecondary Students follow-up surveys
(BPS:96), with the data collected during NPSAS:96 serving as the base year for the subsequent
longitudinal studies.

NPSAS:96 is the second NPSAS to "spin off" a cohort of beginning students; NPSAS:90
was the first.  The BPS:90 studies were only followed through 2 Follow-up surveys, principally
due to the relatively small number of actual FTBs interviewed in NPSAS:90.   Consequently, a2

major objective of this field test was to develop and implement appropriate sampling and
screening procedures to yield an adequate number of students that are accurately identified as
FTBs for the full-scale BPS cohort.  Procedures specific to this purpose were implemented at
almost every step of field test operations (e.g., detailed instructions for enrollment list requests;
sample selection procedures; wording of CADE items asked specifically about potential FTBs;
comprehensive BPS-eligi1bility questions in the student CATI instrument to make the final FTB
determination; and extra locating/ interviewing efforts applied to the sample from the student
stratum of potential FTBs).

The previously agreed upon definition of a pure FTB is: one who enrolled in
postsecondary education for the first time after high school during the NPSAS year.  This
definition, was refined for the NPSAS-96 field test to include those who had previously enrolled
but who had not completed a postsecondary course for credit prior to July 1 1994.  This
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A number of questions were contained in the student interview to screen for FTB status, including: whether the3

student received any prior postsecondary degrees or certificates; whether and when the student completed the first
class toward a postsecondary degree or certificate after high school at a postsecondary institution; and, prior to May
1994, what was the most recent year in which the student attended a postsecondary institution.
Simply asking the school to identify students who enrolled in the institution for the first time is insufficient, since it4

can result in identification of undergraduate transfer students as well as first-time enrolling graduate and first-
professional students (both occurred in NPSAS:90).
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expanded definition shifts the requirement from the act of enrollment to successful completion of
a postsecondary course.

The two major challenges in achieving adequate FTB yields are: (1) proper identification
of a sufficient base from which to obtain FTBs and (2) locating, identifying, and interviewing
FTBs from that base in sufficient numbers.  The field test provided a laboratory in which to
examine the extent of these challenges (although the basic nature of the challenges had already
been identified in the previous NPSAS:90 and BPS:90 work).

b. Sequential Procedures for Screening FTBs

Locating and interviewing suspected FTBs is particularly important, since
final FTB determination rests on student responses to specific questions.  Student records3

maintained at most postsecondary institutions do not contain all information necessary to make
accurate FTB determinations.  Insufficiency of institution-level information is quite obvious when
considering students who move from one sector of postsecondary education to another (e.g.,
from a certificate-granting technical school to a degree-granting academic school, or vice versa),
and who, consequently, bring no transfer credits (or other records of such prior education) with
them to the new postsecondary environment.

Nonetheless, institutions can identify FTBs stochastically; however, instructions to
institutions regarding preliminary identification of potential FTBs must also be sufficiently clear
and viable that the institution can implement them correctly.  Sampling procedures implemented4

during the NPSAS:96 field test accounted for potential definitional difficulties in a number of
ways.  As a first screening, schools were asked to identify potential FTBs, using as criteria that
such students be:

# undergraduate  students,

# having a first enrollment at the school in a term starting during the NPSAS:96
year (between May 1, 1994 and April 30, 1995 for the field test), and 

# classified by the school as freshman, or first-year student at the time of that first
enrollment.

These three criteria proved, during BPS:90, to be the best predictors of actual FTB status readily
available to schools during list acquisition.
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This indicator was temporary, since final FTB determination was not made until the student CATI interview.5

FTB status was determined at the start of the student CATI interview, since many subsequent questions were to be6

asked only of the actual BPS cohort.
For this presentation and associated statistics, the 131 students identified during record abstraction as "probable7

non-FTBs" are included.
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Based on prior experience, it was anticipated that two types of errors would still exist in
lists provided by the schools; specifically, (1) students listed as potential FTBs would not be
actual FTBs (a false positive group) and (2) students not identified as potential FTBs would, in
fact, prove to be FTBs (a false negative group).  The actual BPS:96 cohort would thus consist of
those in the potential FTB group minus the identified false positives in that group plus any false
negatives identified in other student strata.  Because experience with BPS:90 indicated that the
false positive rate would exceed (considerably) the false negative rate, the potential FTB stratum
was considerably oversampled (see Section II.A.2).

A second stage of screening for FTB status occurred during record abstraction.  A total of
131 students from the potential FTB stratum were identified from records as starting at the
sample school prior to May 1, 1994 or as being classified second-year students or higher during
their first term at the school were flagged as "probable non-FTBs."  The final (CATI interview)5

FTB screening, was accomplished very early in the interview (immediately following NPSAS
study eligibility determination).  The FTB screening questions (see Appendix B) were asked of all6

sampled students so that not only would false positives from the potential FTB stratum be
eliminated from the BPS cohort but also false negatives from the other student strata would be
identified and included in the BPS:96 cohort.

2. Basic Results for Establishing the BPS:96 Field Test Cohort

In addition to highlighting challenges for FTB identification in the full-scale study,
field test procedures identified FTBs who will also serve as the field test sample for the BPS:96
follow-up studies.  To demonstrate the challenges for the full scale NPSAS:96 and to document
the field test sample for follow-up, Figure V.A.1 shows the flow of locating, interviewing, and
identifying results for establishing the BPS:96 field test cohort.  (The first page of the figure is
directed toward locating outcomes, while the second page is devoted to interviewing and
identifying outcomes, among those located.)  As indicated in the figure, the BPS cohort starts
with the students sampled within the potential FTB stratum, but is augmented by students7

identified as FTBs from other student strata.

a. Locating

Of the 1,569 undergraduates sampled as potential FTBs, 127 were
determined (during the record abstraction phase) to be ineligible for NPSAS.  Of note is the fact
that while this student stratum represents only about 41 percent of the total field-test student
sample, it produced about 71 percent of the total NPSAS ineligibles determined during record
abstraction (see Section II.C.1).  Of the 1,442 remaining potential NPSAS-eligible students in this
student stratum, fourteen students were identified as "exclusions" during tracing operations.



ORIGINAL POTENTIAL FTB SAMPLE
(N=1,569)

NPSAS INELIGIBLES
DETERMINED DURING CADE

(N = 127)

NOT LOCATED
(N = 203)

"DEAD END" IN TRACING:       152

RAN OUT OF TIME:                    51

RESOLVED--EXCLUSIONS
N=(14)

DECEASED:                                 1

INCAPACITATED/
OUT OF COUNTRY:                  13

PREDICTED ELIGIBILITY/EXCLUSION
OF NON-LOCATABLESa

NPSAS INELIGIBLE/EXCLUSION:     2
NPSAS ELIGIBLE NON-FTBs:         66
NPSAS ELIGIBLE FTBs:                 135

 aPredictions based on estimated exclusion rate of 1.0 percent, CATI-level NPSAS  eligibility rate of 0.7 percent, and FTB
false positive rate of  32.3 percent (see second page).

bPredictions based on residual sample statistics (which may be determined by subtractions of counts in Figure III.C. and this
figure, applying NPSAS eligibility rate of 0.8 percent and FTB false negative rate of 2.0 percent.

Figure V.A.1--Case Flow Through Locating, Interviewing and Related
                        Case Resolution Activities For BPS Cohort

CATI SAMPLE
(N = 1,442)

RESOLVED--LOCATED
(N = 1,225)

LOCATED FTBs FROM
RESIDUAL (OTHER STUDENT)

STRATA
(N = 29)

PREDICTED NON-LOCATED
NPSAS-ELIGIBLE FTBs FROM

RESIDUAL (OTHER STUDENTS)
STRATAb

(N = 6)
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Figure V.A.1 (continued)--Case Flow Through Locating, Interviewing and Related
                      Case Resolution Activities For BPS Cohort

LOCATED POTENTIAL FTB SAMPLE
(N = 1,225)

NPSAS INELIGIBLES
DETERMINED DURING

CATI
(N = 9)

INTERVIEWEDc

(N = 1,031)

DETERMINED FTB:            698
DETERMINED NOT FTB:    333

NOT INTERVIEWED
(N = 185)

HOSTILE REFUSAL:                               18
OTHER REFUSAL:                                107
LANGUAGE BARRIER SPANISH:          12
LANGUAGE BARRIER OTHER:               6
RAN OUT OF TIME:                                42

PREDICTED ELIGIBILITY OF NON-

INTERVIEWSd

NPSAS INELIGIBLES:                               1
NPSAS ELIGIBLES NON-FTBs:              59
NPSAS ELIGIBLES FTB:                       125

INTERVIEWED FTBs FROM
RESIDUAL (OTHER STUDENT)

STRATA
(N = 29)

PREDICTED LOCATED
NPSAS-ELIGIBLE FTBs

FROM RESIDUAL
(OTHER STUDENTS)

STRATAe

(N = 8)

cIncludes full, partial, and restricted interviews.

dPredictions based on estimated CATI-level NPSAS eligibility of 0.7 and FTB false positive  rate of  32.3 percent.

ePredictions based on residual sample statistics (which may be determined by subtracting counts in Figure III.C.1 and this figur e) applying
NPSAS ineligibility rate of 0.8 percent and FTB false negative rate of 2.0 percent.

RESOLVED--EXCLUSIONS
(N = 0)
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The projections are based on an estimated locating exclusion rate of 1.0 percent plus CATI-level rates of NPSAS8

ineligibility (0.7 percent) and FTB false positives (32.3 percent).
This prediction is based on sample statistics for the other strata, applying a NPSAS ineligibility rate of 0.8 percent9

and FTB false positive rate of 2.0 percent.
These included full and partial CATI interviews as well as restricted hard copy interviews.  Only the CATI10

interview respondents are considered in the FTB-related tables, though, since only they received the full set of
questions enabling determination of effective FTBs and pure FTBs.  The hard copy interview enabled determination
of pure FTBs only. 
These estimates are based on CATI-level NPSAS ineligibility rate of 0.7 percent and FTB false positive rate of 32.311

percent for this stratum (the counts include full CATI, restricted interviews, and hard copy respondents).
Estimates are based on the experienced false negative rate of 2 percent and a NPSAS ineligibility rate of 0.8 percent12

in the other student strata.
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Discounting ineligibles and exclusions, 1,225 potential FTB students were
located and 203 were not, yielding a raw locating rate for this student stratum of 85.8 percent. 
Further discounting an estimated 68 remaining ineligibles, exclusions, and non-FTBs in the
uncontacted group (shown in Figure V.A.1) the adjusted locating rate for the potential FTB
sample is 90.1 percent.    The BPS sample also includes the false negative cases sampled from8

other student strata but who proved to be FTBs; 29 such students (determined in CATI to be
FTBs) were traced.  It is also estimated that six actual FTBs sampled from other student strata
were not located.   Consequently, a comprehensive adjusted locating rate for the BPS cohort is9

given as:

BPS Cohort Locating Rate = (1225 + 29)/(1,225+29+135+6) = 89.9 percent. 

Obviously, the brief field test data collection period limited the success of the locating effort for
the BPS cohort.  The full-scale study should benefit from a longer data collection period as well
as initiation of CATI operations closer in time to the times of enrollment.

b. Interviewing and Eligibility Determination

As shown on the second page of Figure V.A.1, a total of 1,031 of
the located potential FTB stratum were interviewed.   Nine were determined ineligible for10

NPSAS during CATI (0.7 percent -- which, unlike the CADE ineligibility statistics, is comparable
to the rate within the other student strata).  Discounting the ineligibles, the raw conditional (on
those located) interviewing rate for the Potential FTB stratum was 84.8 percent.  Further
discounting the residual 60 estimated non-FTBs and NPSAS-ineligibles, the adjusted conditional
interviewing rate for the Potential FTB stratum was 89.2 percent.   Since false negative FTBs,11

sampled from other strata, are considered part of the BPS sample, 29 additional FTBs were added
to the sample from these strata.  Further, 8 other located but not interviewed FTBs from the other
strata are projected.   Taking these additional cases into consideration, the comprehensive12

conditional interviewing rate for the BPS sample can be computed as:



V.  Evaluation of Field Test Operations

NPSAS:96 Field Test Report Page V-7

Comprehensive BPS Interview Rate = (1,031+29)/(1,031+29+125+ 8) = 88.9
percent.

As with locating results, the field test response rate suffered from a brief data collection period. 
Certain procedures, such as refusal conversion and follow-up after intensive locating effort is
done, could not be fully implemented in many cases.

c. Response Rates

Overall response rates (including both locating and interviewing) can be
obtained as the product of the previously reported locating rates and conditional interviewing
rates.  The raw overall response rate for the potential FTB stratum was 72.7 percent.  When
projected non-FTBs and NPSAS-ineligibles are excluded, the adjusted response rate was 80.3
percent.  Finally, factoring in the actual and projected FTBs sampled from other strata, the
comprehensive BPS cohort response rate was 79.9 percent .

3. Alternate FTB Definitions, Distributions, and Classification Error Rates

Although "Pure" FTB determination among respondents was achievable
regardless of the data collection method used (e.g., full CATI, abbreviated CATI, hard copy
instrument), determination of "effective" FTB status or other FTB-related status could only be
achieved conclusively for those NPSAS-eligible students who completed at least Section A of the
student full-CATI interview (where all questions necessary for the determination were asked). 
For the purpose of assessing possible additional inclusions for the BPS cohort for use in the full-
scale sample, respondents were grouped into one of five categories:

# Pure FTBs: undergraduate students who enrolled for their first postsecondary
education experience after high school during the NPSAS year.

# Effective FTBs: undergraduate students who enrolled prior to the NPSAS year but
did not complete their first postsecondary course until some time
during the NPSAS year.

# Rebeginners: first- or second-year undergraduate students, meeting neither of the
above listed criteria, but with no prior degrees and whose most
recent postsecondary education experience prior to the NPSAS
year was 1985 or earlier.

# Lower-level first- or second- year undergraduate students, meeting none of
  undergraduates: the above listed definitions, but with no prior degrees.

# Other non-FTBs: Respondents meeting none of the above listed criteria.

The final category includes sample members who refused or "did not know" the answer to one or
more of the questions used in defining the previous categories.
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Please note that counts in Table V.A.1 (and in all subsequent tables in Section A) differ from those reported in13

Figure V.A.1; the latter include results of the hard copy and abbreviated interview, the former do not.
This high false-positive rate highlights the fact that schools are generally unable (or unwilling) to determine14

conclusively which students are first-time beginners and that this information must come from the students
themselves.
Additionally, one FTB was identified in each of the graduate stratum and first-professional stratum.  these cases are15

exceptionally anomalous and may represent intended respondent misrepresentation; however, similar cases,
reflecting data entry errors in institutional files, were experienced in BPS:90.  
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Table V.A.1 shows the distribution, overall and within student sampling strata, for the
2,371 students for whom the full classification scheme could be applied (i.e., those completing
Section A of the full CATI instrument).   Of the 976 CATI respondents from the potential FTB13

stratum, 616 were determined pure FTBs and 43 were effective FTBs; (In combination, these two
groups meet the finally adopted field test definition for inclusion in the BPS cohort.  Combining
these two FTB types, only 659 (67.5 percent) of the sample from the potential FTB stratum who
completed the full set of classification questions proved to be actual FTBs.  The false positive
rate, applicable only to the potential FTB stratum, is, consequently, 32.5 percent.14

Some pure- and effective-FTBs were screened from other strata, principally the other
undergraduate stratum, in which a total of 25 were identified.  These false negatives are, of15

course, added to the BPS cohort.  Overall, the false negative rate shown in Table V.A.1 is about
1.9 percent (3.5 percent for the more applicable other undergraduate stratum), suggesting that
schools were more effective in excluding FTBs from enrollment lists of strata not considered as
potential FTBs.
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4. Correlates of FTB Identification and Misidentification

Table V.A.2 presents FTB rates (100 minus the false positive rate) by institution
type among full CATI instrument respondents within the potential FTB student stratum.  For
public institutions and private not-for-profit institutions, FTB confirmation rates generally
increase monotonically (and, conversely, false positive rates decrease monotonically) with
increasing offering (the one exception of public 2-3 year schools).  The exact opposite trend
occurs within the for-profit schools, where FTB confirmation rates decrease (and false-positive
rates increase) with increasing level of offering.  Confirmation rates are less than 70 percent (false
positive rates greater than 30 percent) at all offering levels for-profit institutions (less than 50
percent at 4-year schools in this sector); at private not-for-profit less than 2-year schools (50
percent); and at less than 4-year public institutions.  These findings are similar to those observed
within the BPS:90 cohort sample that arose from NPSAS:90.

Table V.A.2— FTB Confirmation Rate by Institution Type Within The Potential FTB
Stratum

Institution Type Total with Fulla

 Level Control Classification Number Percent
FTB-Related

Confirmed FTB

 Total Total 976 659 67.5
Public 382 272 71.2

Private, not-for-profit 334 235 70.4
Private, for-profit 260 152 58.5

 Less than Total 271 166 61.3
 2 Year Public 111  66 59.5

Private, not-for-profit  40  20 50.0
Private, for-profit 120  80 66.7

 2-3 Year Total 219 134 61.2
Public  90  51 56.7

Private, not-for-profit  72  51 70.8
Private, for-profit  57  32 56.1

 4 or more Years Total 486 359 73.9
Public 181 155 85.6

Private, not-for-profit 222 164 73.9
Private, for-profit  83  40 48.2

NOTE: Statistics are based on NPSAS-eligible sample members from the potential FTB student stratum and who
completed Section A of the full CATI instrument.  All percentages are based on row totals.

Classification variables used are those that were verified by the institution.   a
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Differences in false positive rates are probably associated with a number of factors.  One
likely candidate is natural propensities of higher FTB rates among first year undergraduates at
certain types of schools (e.g., community college systems encourage enrollment of community
members, many of whom may have previously attended one or more other postsecondary
institutions; public and private technical schools frequently are used in job retraining for displaced
workers, many of whom may have attended postsecondary schools previously).  Another major
factor is probably related to the types of (and accessibility of) records maintained by different
types of schools (or even different types of programs within schools), which can be used to
definitively distinguish actual FTBs from other undergraduate students; or, even if they have the
information, different types of schools may have differential propensities to provide such
information to a third-party contractor.

Schools that focus on a self-contained, specific occupational curriculum and an associated
certificate/diploma (e.g., flying school) have little reason to maintain information about prior
postsecondary education.  Using comparable reasoning, occupational schools with multiple
programs may fail to share (by design or otherwise) prior enrollments between the different
programs.  Schools that offer programs leading to an academic degree may grant credits from
other academic institutions (but not from technical programs, even if they are related to the
academic degree); however, different organizational units within some such schools (particularly
continuing education units) may have no need for or easy access to information about other
schools previously attended.

Toward decreasing the false positive rates from that experienced during the field test,
contractor staff also investigated the relationships between misclassifications and two other
variables that could be easily collected during the record abstraction process.  First, the existence
of transfer credits for a student at the sample school is known to be a predictor (but not a perfect
one) that the student is not an FTB.  A second factor known to be highly predictive of FTBs is the
year of high school completion (i.e., students completing high school during the previous school
year are quite likely to be FTBs).

Tables V.A.3 and V.A.4 provide, respectively, information about the predictiveness of
these two additional variables (as collected from CPS and/or institutional record abstraction
procedures).  Both tables indicate that by using these correlates of FTB status, one can partition
students in the field test potential FTB stratum into two groups; one with a false positive rate
markedly lower than the 32.5 percent realized for the total group and the remainder with a false
positive rate markedly higher than that realized for the total group.
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It should be noted that the presence of transfer credits was a direct indication of the classification, while absence of16

such credits could have resulted from inability of the record abstractor to locate records indicating such credits (5
cases with no report of transfer credits represented explicit "don't know" reports).
Although the combination rules for the composite variable were established empirically on the basis of17

comparability of false positive rates in combined categories.
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Table V.A.3— Recorded Transfer of Credits for determined FTBs and Non-FTBs
Selected from the Potential FTB Student Stratum.

Determined FTB Status a
Total No  Yes

Credit Transfer Recorded

b

Number Percent Number Percent Number Percent

 Total 976 100.0 871 89.2 105 10.8

 FTB 659  67.5 634 72.7  25 23.8

 Non-FTB 317  32.5 237 27.2  80 76.2

NOTE: Statistics are based on NPSAS-eligible cases in the potential FTB student stratum completing Section A of the
full CATI instrument; transfer credit status is based on data abstracted from institutional records.  All marginal
percentages are based on the grand total; other percentages are based on the column total.

   First time beginners include those first enrolling in postsecondary education (after high school) during thea

NPSAS year (pure FTBs) as well as those completing their first postsecondary course during that year
(effective FTBs).

   Counts include 5 cases (2 classified as FTB and 3 as non-FTB) for whom the report of presence of transferb

credits was indeterminate.

Considering first Table V.A.3, it is observed that transfer credits were reported  for only16

about 11 percent of the potential FTB students for whom CATI FTB determination was made;
however, among those with such credits, only 23.8 percent were actually FTBs (which
corresponds to a false positive rate of over 76 percent in this group).  On the other hand, if no
credits were reported, almost 73 percent were actual FTBs (27.2 percent false positive rate).  The
group verified as FTB but having transfer credits appears to pose a contradiction; however, such
credits could easily reflect advanced placement credits, "life experience" credits, or other
postsecondary credits attained prior to postsecondary entry after high school.

Table V.A.4 classifies students from the potential FTB stratum by determined FTB status
and a binary composite high school completion variable.   The first high school completion value17

is comprised principally of those with reported high school completion in 1994 or later; however
the classification also contains 21 sample members for whom school records indicated the student
did not complete high school (18 determined to be FTB and 3 determined to be non-FTB).  The
second high school completion value is comprised principally of those who completed high school
prior to 1994; however the category includes 128 cases (70 determined as FTB and 58 as non-
FTB) for whom high school graduation date was reported as missing.
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Some may also represent error in the high school graduation rate and/or error in answering (or recording answers18

to) the FTB verification questions in the full CATI instrument.
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Table V.A.4— Recorded High School Completion Date for determined FTBs and
Non-FTBs Selected from the Potential FTB Student Stratum.

Determined FTB Status Number Percent Number Percent Number Percenta

Total Did Not Complete All Other 

High School Completion

1994 or Later or
b c

 Total 976 100.0 397 40.7 579 59.3

 FTB 659  67.5 387 97.5 272 47.0

 Non-FTB 317  32.5  10  2.5 307 53.0

NOTE: Statistics are based on NPSAS-eligible cases in the potential FTB student stratum completing Section A of the
full CATI instrument; transfer credit status is based on data abstracted from institutional records.  All marginal
percentages are based on the grand total; other percentages are based on the column total.

   First time beginners include those first enrolling in postsecondary education (after high school) during thea

NPSAS year (pure FTBs) as well as those completing their first postsecondary course during that year
(effective FTBs).

   Of the 21 who had not completed high school, 18 were classified as FTB and 3 as non-FTB.b

   Counts include 128 cases (70 classified as FTB and 58 as non-FTB) for whom the report of high schoolc

graduation year was "unknown" or indeterminate.

While only about 41 percent of the potential FTB sample (with determined actual FTB
status) graduated from high school since 1994 (or did not graduate), the false positive rate within
this smaller subset was only 2.5 percent (1.9 percent for those graduating in 1994 or subsequently
and 14.3 percent among those who had not graduated from high school).  The false positive rate
in the residual group was 53 percent (about 55 percent in the group graduating prior to 1994 and
about 45 percent among those for whom high school graduation rate could not be determined).

The false positives in the most recent high school graduation group should represent
students who graduate after the Winter Quarter or Fall Semester and immediately enroll in
postsecondary education (and thus have both enrolled in, and completed course credits in,
postsecondary education prior to the beginning of the NPSAS year.  The relatively high18

predictiveness of true FTB status (about 86 percent) in the small group of sample members
identified as not having completed high school, can be attributed to at least three types of
individuals which may comprise the group: (1) those in programs not requiring high school
completion, (2) those who graduated from high school and enrolled late in the NPSAS year and
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for whom high school graduation has yet to be included in their institutional file, and (3) older
students admitted on the basis of life experiences.

The "all other" high school completion group represents about 60 percent of the total
potential FTB stratum with determined FTB status and still is comprised of almost half actual
FTBs; in fact, there are well over two thirds as many actual FTBs in this (larger) group than
among those completing high school in 1994 or later.  An interesting feature of the identified
FTBs in the group completing high school earlier than 1994 is that all such students represent
students who did not go into high school directly after high school completion.  To be sure some
of this group represents those who graduated late in 1993 and did not enter postsecondary school
until the following Summer or Fall (or other cases in which an earlier enrollment term was not
available at the institution of choice); however, a substantial portion of the group probably
represents the non-traditional student who delays a year or more between completion of high
school and commencing postsecondary education.

5. Evaluation and Recommendations

A critical factor for the success of the full-scale study is achieving a sufficient yield
of known first-time beginning students (FTBs) for the Beginning Postsecondary Student (BPS)
longitudinal follow-up study.  From the results presented previously, it should be clear that this is
no trivial undertaking and that a number of factors affected the yield of FTBs from the NPSAS:96
field-test sample.  Recognizable challenges exist in meeting the response rates required, and
sampling procedures must accommodate the differential attrition from any potential FTB sample
as a consequence of initial misclassification of the potential FTB group by participating
institutions.

The additional time for, and more optimal timing of, the full-scale data collection effort
will allow the effective use of proven sequential tracing and interviewing approaches that should
dramatically improve response rates within the BPS cohort; however, the challenges associated
with initially providing a sufficient base to yield an adequate longitudinal sample are more
problematic.  Such FTB-related challenges are actually exacerbated for the full scale study.  Due
to budget constraints, subsampling of students for interviewing will be necessary in the full-scale
survey; however, the current intent is to include effectively all actual FTBs in the CATI
subsample.  This becomes a particularly thorny activity when (as is the case here) actual FTBs
can not be accurately identified until CATI is conducted.

An obvious solution is to reduce the false positive rate in the potential FTB lists provided
by the schools; this requires better prediction of actual FTBs by the schools (or their providing
more data which the contractor can use to cull the lists provided).  In the field test, instructions
for enrollment lists indicated that potential FTBs should be identified as those undergraduates
attending the sample school for the first time during the sample year and were classified as
undergraduate first-year (freshman) students during the first term in which they were enrolled that
year.  Results have indicated the predictive ability of other information that might be available to
schools in establishing potential FTB listings with lower false positive rates.  The use of these (or
other data elements) must consider both the availability of such lists and the consequences of
excluding some actual FTBs from the list.
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Schools were selected from each of the institutional sectors except the less-than-two-year institutions, where19

transfer credit information is typically not available or relevant.
Extensive analyses of predicting FTB status from institutional record data were conducted during the BPS:9020

follow-up studies; these analyses will be used to guide subsequent modelling.
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To further explore the availability of predictive factors as possible enhancements to the
enrollment list request instructions, contractor staff contacted a sample of thirteen field test
institutions to ask if they had access to transfer credit information and high school completion
information.   All but one of the schools kept such information in readily available form.  School19

staff, with one exception, also indicated that excluding students from the potential FTB group if
they had transfer credits would cause no extra burden.  However, nearly all of the schools
indicated that transfer credit information would only be available in the term following
admittance (e.g., it would be available in the Spring semester for fall enrolles at traditional
semester institutions).  Since the sample is selected after any Fall terms have concluded and since
the bulk of the NPSAS sample students begin in a Fall (or previous Summer) term, and since
using this additional data element to refine the potential FTB list would not create a major
increase in false negatives, the approach is recommended.  Although the field test experience is
not necessarily indicative of full-scale outcomes, adding this condition will likely reduce the FTB
false positive rate in the full-scale study.

Although high school completion information is also readily available at the institutions,
using this data element in the initial list request poses some hazards.  In particular, if those
graduating from high school in 1995 are excluded, the sampling will underrepresent a fairly large
portion of the actual FTB population.  (It should be noted that individuals excluded from the
potential FTB list will still be represented in the CATI sample, by coming in as false negatives;
however, they may then not occur in the final BPS cohort in sufficient numbers to support
analyses directly addressing non-traditional students.  Such students have typically been
considered as a very important segment of the BPS population.)  Consequently, the use of that
data element in establishing the initial list is not recommended.  It is, however, recommended that
the oversampling from the potential FTB list be increased to accommodate the higher than
expected NPSAS-ineligibility rate and false positive rate in that population.

It is anticipated that high school completion information will be very helpful in predicting
likely FTBs once record abstract data are collected but prior to CATI data collection.  Thus, it is
recommended that this data element be obtained in the record abstraction, together with transfer
credits (the additional time between list acquisition and record abstraction may be sufficient for
these data to be placed in the files of students entering during a later term) as well as other
information known to be predictive of FTB status.   Such data elements can then be used to20

refine the potential FTB group, initially determined during sampling.  Specific items recommended
for FTB-likelihood prediction include: high school completion date; transfer credit status; student
classification/level during the first term of enrollment during the NPSAS year; and the date of first
attending the NPSAS school.  An additional data element for these purposes is available on the
new (1995-96) FAFSA, which will be included on the ESAR and collected through the CPS
matching procedure.  Specifically federal aid applicants report their year in school, with first-year
students also indicating whether or not it was their first time in postsecondary education.  This
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A data element distinguishing between the two groups will, of course, be maintained in the data file to satisfy21

analyses that require precise comparability of population definitions.
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newly-available information may prove to be one of the best pre-CATI FTB predictors so far
available.

Based on these record abstract data, considerably greater precision regarding the FTB
likelihood in established groups can be achieved in the subsampling for interview, particularly
when such data elements are used in conjunction with institutional type (which in itself
differentiates false positive rates).  Also, by using these data, students can be treated as potential
FTBs (in subsampling for CATI) even if they were sampled initially as other undergraduates. 
Consequently, since the final FTB determination still must be accomplished in CATI, the CADE
and CPS data should enable more efficient CATI subsampling procedures toward appropriate
selection of actual FTBs for interviewing.

The field test included both pure FTBs and effective FTBs in the BPS group.  This
definition has several advantages and is recommended for the full scale study.  In addition to
providing increased total yield for the BPS cohort, the defined group closely approximates the
BPS:90 eligible population, thereby allowing relatively straightforward comparative analyses
between the cohorts.   BPS:90 eligibility was restricted to pure FTBs; however, effective FTBs21

(false starters) are quite similar in that they did not complete any postsecondary course work prior
to the sample year.

B. Obtaining Data from Institutions and External Data Sources

Three major NPSAS activities involved collecting information of record from selected
institutions or external data bases:

# student list(s) acquisition for student sampling,

# EDI of student ESAR data from the ED CPS, and

# abstracting student data from institutional records through CADE.

The basic nature of these activities and overall outcomes therefor have been discussed previously
in Sections II.B and III.A or III.B, respectively.  Evaluations of these procedures are discussed
separately in this section.

1. List Acquisition and Processing

Most of the challenges associated with obtaining and processing student lists had
been anticipated on the basis of experience during prior NPSAS studies.  Some such anticipated
challenges involved FTB identification by the schools, which has been discussed in Section V.A. 
Principal among those remaining were: (a) obtaining the list(s) in a timely manner; (b) appropriate
format and accuracy of lists, and (c) problems of multiplicity of selection probability when
duplicated lists were provided.
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Only 65 of these institutions were maintained in the working field test sample.22
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Obtaining the Lists.  As previously shown in Table II.A.1, lists (in some form) were
ultimately received from 66  of the 73 eligible institutions in the NPSAS:96 field test sample. 22

Considering that 5 of the 73 institutions explicitly refused to participate in the study, lists were not
obtained within a four month time frame from 3 percent of the 68 eligible schools that had
previously agreed to participate.  Even though reimbursement was offered for computer and staff
time needed to compile the lists, obtaining the lists at a number of schools involved a considerable
number of follow-up prompting calls, as the institutions missed deadline after deadline.

This problem has been a fairly generic one in obtaining institutional data during past
NPSAS implementations (though certainly not unique to NPSAS and occurring with regularity in
other studies requiring such data); for that reason, the approach of establishing an IC has been
developed as a partial solution.  Nonetheless, some delay problems will continue to exist, since
study requirements compete with institutional requirements of involved institutional staff
members, and no solid evidence exists that the use of affordable incentives would ameliorate the
problem.

During debriefings, some ICs did recommend a procedure that might facilitate both the
acquisition of lists and the completion of self-CADE record abstraction at some institutions. 
Specifically, NPSAS has typically recommended that the Chief Administrator at the institutions
appoint someone from the financial aid office as the IC.  ICs in such a position indicate that many
of their major delays in obtaining data derive from delays associated with the Registrar's office
(from which they have no direct authority to request information); they suggested that placing the
IC in the Office of Institutional Research (which has direct authority to request information from
effectively all administrative units) could preclude such delays.

While this approach (which is recognized as potentially self-serving for those in the
financial aid office) may produce an improvement in response to list acquisition, it could,
conceivably, create other bottlenecks during subsequent record abstraction.  While such a
untested change in procedures can not be recommended for the full-scale NPSAS:96, it is
recommended as a methodological study for subsequent NPSAS field tests.

Appropriate Format and Accuracy of Lists.  Some of the types of accuracy and
appropriateness problems experienced with lists provided by the 66 schools that provided such
lists is shown in Table V.B.1.  While not all problems of format appropriateness are covered, the
listing provides a flavor of the pot pori of situations that were experienced with institutionally-
provided student lists.  Of interest is that only 25 of the 66 institutions (about 38 percent)
provided lists with no notable problems.  This is somewhat misleading, however, since another 32
percent had only problems with student counts (and, as discussed below, such problems could just
as easily reflect problems with the counts used for verification).  As indicated in the table note,
student counts were discrepant for about 45 percent of the institutions for either total
undergraduates, graduate students, or first professional students.
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The NPSAS:93 effort was somewhat more demanding on 4-year institutions in that it required separate lists of23

seniors receiving Baccalaureate Degrees (who appeared to be more difficult to segregate from other undergraduates
than were potential FTBs); however, NPSAS:93 was considerably less demanding on less-than-4-year schools, that
did not offer such degrees. 
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As indicated earlier, not all format and content problems are reported in Table V.B.1. 
Preferences are always for unduplicated lists or for electronic lists (which are much more easily
processed and unduplicated, where needed).  As shown previously (Table III.A.1) about three
fourths of the provided lists met such preferences.  Although considerable effort was devoted to
couching instructions as to the desired format and content of lists, the lists obtained during the
NPSAS:96 field test represented only a slight improvement over what was experienced in the
NPSAS:93 effort.   Considerable effort was obviously made by some ICs to conform the23

provided lists to contractor desires; however, in many instances, the reality of the situation was
that the contractor must accept the list provided by the institution or no list at all (quite frequently
this represents the best listing that they can feasibly provide).

Table V.B.1— Types of Problems Encountered with Returned Student Lists

Type of Problem(s) Frequency Percent

Total 66 100.0

None 25 31.8

Count(s) out-of-bounds 21 31.8

FTBs not identified 5 7.6

Count(s) out-of-bounds & FTBs not identified 4 6.1

Insufficient documentation 3 4.5

Count(s) out-of-bounds and insufficient documentation 3 4.5

Sent freshmen only 1 1.5

Social Security numbers not provided 1 1.5

Social Security numbers not provided and FTBs not identified 1 1.5

Count(s) out-of-bounds and Social Security numbers not
provided and FTBs not identified 1 1.5

Count(s) out-of-bounds and Social Security numbers not
provided and Only FTBs sent 1 1.5

NOTE: At least one of the student count(s) was out-of-bounds for approximately 45 percent of the institutions and this percentage
varied little by type of institution.  
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Separate checks were performed, where applicable, for undergraduates, graduate students, and first professional24

students.  In cases for which both IPEDS values were imputed, no checks were performed; however, no case
existed in which values were imputed in both files for all groups checked.
Since the IPEDS file used was at least one-year removed from the year represented by the counts and since the same25

institutions provided the non-imputed data included in the IPEDS files, the use of the term "accuracy" may be
somewhat misleading.
Theoretically, the likelihood of multiplicity of selection also exists when students transfer from one sampled26

institution to another during the NPSAS year, even if both schools provide unduplicated lists for the year.  This
occurrence is not treated here because of the relative rareness of such an event.
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List accuracy was also only marginally improved over that experienced for NPSAS:93,
although the quality assurance procedures implemented in NPSAS:96 were somewhat more
stringent.  Specifically, these procedures involved checking the student counts from lists provided
against first, the 1993-94 IPEDS Institutional Characteristics file and second (if needed) the
comparable 1992-93 file, provided that the IPEDS entry for the check under consideration was
not imputed.   If counts from the obtained lists were more than 25 percent discrepant with the24

non-imputed IPEDS counts, then the institution was contacted to verify the accuracy of the lists
provided .25

A total of 30 institutions (45.5 percent of the 66 providing lists) failed the student count
check for at least one of the student strata applicable at the school.  The ratio which was checked
(list count divided by IPEDS count) among the IPEDS-discrepant schools ranged from zero to
infinity (the former value representing a positive IPEDS count but no list, the latter representing a
list but a zero IPEDS count for the student group considered).  Among the 30 schools showing
IPEDS-discrepant counts, 26 (about 87 percent) confirmed that the list counts were correct.  The
remaining 4 schools provided new lists; however, all of these new lists subsequently failed the
check, when applied.

Discounting the student count problems (which can not truly be attributed to error arising
from the NPSAS:96, the character of the lists provided were about that expected, and probably
approach the best that an be expected under the circumstances.  Frequent call-back to the ICs and
the "hot line" maintained by the contractor, were recognized in IC debriefings as being quite
useful, and such procedures will be maintained for the full scale study.  Again, the use of an IC in
the Office of Institutional Research may improve the content (as well as the timeliness) of
provided lists; however, such an approach can not be recommended until adequately tested in a
field test.

Multiplicity on Duplicated Lists.  When student sampling lists provided by
institutions are such that the same student can appear on more than one list (typically, separate
lists for each term during the year) that student has multiple opportunities of being sampled unless
the lists are "unduplicated" or unless selection probabilities (and subsequently student weights) are
adjusted for such multiplicities of listings.   When each of several non-disjoint lists are supplied in26

electronic form, unduplication prior to selection is readily accomplished by machine matching on
SSN, institutional ID, first X characters of last name, date of birth, etc.  Such procedures were
implemented during the NPSAS:96 field test.
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Duplicated hard-copy lists pose a much more labor intensive problem of unduplication
prior to selection; consequently for the field test the contractor carried over the procedure used in
NPSAS:93 of unduplicating the samples from such lists, and determining a multiplicity factor for
use in weight development.  The procedure used involved selecting the first sample from a "Fall"
list, and unduplicating the remaining samples for other terms included.  Table V.B.2 provides
parameters related to the sample unduplication process for the NPSAS:96 field test.

Two estimates of sampling multiplicity were computed and are shown in the table.  The
first estimate was determined from an independent sample of 100 individual drawn from the Fall
list; the estimate is computed as the total number of times these individuals were listed on all lists
divided by the sample size (100).  The second estimate is derived from the actual field test student
sample from those lists (which is sometimes greater and sometimes smaller than the independent
sample of 100); that estimate is computed as the total time any of the unduplicated sample
members appear on any of the lists divided by the size of the unduplicated sample.  A conservative
multiplicity factor of 2 was chosen to apply to NPSAS:96 sample weights from the schools
providing duplicated hard-copy lists.

Procedures and multiplicity values obtained in the field test are comparable to those
determined for NPSAS:93, consequently, since the procedure appears relatively stable it is
recommended for use in the full-scale implementation of NPSAS:96.

Unanticipated Problems.  Only one noteworthy unanticipated problem arose
during the list acquisition and processing activities.  Specifically, a list of graduate students from
one of the schools was inappropriately labeled as potential FTBs.  Because of the mislabeling,
students were selected from this list at the potential FTB rate rather than the graduate student
rate.  The error was not detected until CADE data collection had been initiated, and when
detected, the students were subsequently reclassified for appropriate routing through CATI.  The
effects of this error on subsequent operations was not great; however, the post hoc effort needed
to correct the error was non-trivial.  Consequently, additional quality control procedures
(involving double checking student level on provided lists to ensure that they agree with the list
label) have been initiated for the full-scale study.

2. CPS Matching and Electronic Data Interchange (EDI).

During NPSAS:93, self-CADE institutions repeatedly observed that they were
entering data that was redundant with data maintained in "federal computer systems".  An ED
contractor maintains a Central Processing System (CPS) for all federal aid applicants; this CPS
process FASFA forms completed by students and produces SAR data in either electronic or hard
copy form to involved institutions (and other interested parties -- e.g., State Departments of
Education).  The NPSAS:96 field test was used to evaluate the effectiveness of matching selected
students to the data base, downloading these data from the CPS, and preloading the data into the
CADE records (where they could be verified), in order to reduce CADE burden relative to such
data elements.





V.  Evaluation of Field Test Operations

NPSAS:96 Field Test Report Page V-22

Since no previous study had accessed CPS data, the operational feasibility of the approach
was unknown.  Consequently, the field test attempted to address the below-listed questions prior
to attempting to incorporate the procedure in a full scale implementation.

# To what extent would institutions be willing to provide Social Security Numbers
(SSNs -- necessary for matching students to the CPS) for all students on the
enrollment lists?

# Would relatively straightforward and viable procedures be allowable and available
to submit and retrieve information from CPS?

# Would data be obtained from CPS in a sufficiently timely manner?

# For what proportion of NPSAS sample members would SAR data be obtained
from CPS files?

# For what proportion of aid applicants would no SAR data be obtained from CPS
files?

The answers to each of these questions, as obtained in the field test were extremely supportive of
using the method, as further discussed in this subsection; consequently, the method is
recommended for incorporation in the full-scale study.

Institution Provision of Social Security Numbers.  The unique identifier used in CPS is
an 11-character ID composed of the social security number and the first two letter os the last
name.  To minimize the time between selecting a student and submitting the student for CPS
matching (particularly important within the constricted data collection period of the field test),
SSN was requested for every student on the school enrollment file.  (An alternative approach of
selecting a sample of students then sending the sample back to obtain SSN only for the sample
will be offered in the full scale study, due to the overall advantages of the CPS approach and the
longer data collection period.)  As indicated previously, only 2 (3 percent) of the 65 participating
institutions withheld SSN from their enrollment lists (based on confidentiality concerns or inability
to easily append SSN to extant hard copy lists for the entire student enrollment).

Feasibility and Procedures for CPS Access.  Access to the CPS was easily arranged
through ED, and a procedure was already in place for requesting ESAR data (a.k.a. Institutional
Student Information Records -- ISIRs) through a Federal Data Request (FDR) file.  CPS provided
transmission software for this purpose as well as instructions for making the requests.  The
NPSAS contractor was provided with a unique ID number which was activated in CPS to allow
the request.  In sum, the approach was completely feasible and procedures necessary for the EDI
were quite simple.

Timeliness of Response to Requests.  While no formal statistics on turnaround time were
maintained, the field test experience was quite positive.  Typically, requests were
submitted to CPS on Tuesdays and Thursdays and retrieved on Fridays and Mondays.  It was
most unusual to receive information back from a request later than 2 collection days following
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submission.  An example of one week's transactions is provided below to provide a flavor for the
excellent turnaround experienced.

# Tuesday: Submitted 506 student requests to CPS;

# Thursday: Submitted another 289 student requests to CPS;

# Friday: Retrieved 258 matches from CPS (all from Tuesday submission);

# Monday: Retrieved 163 matches from CPS (159 from Thursday submission and 4
from Tuesday submission).

As observed in this example, "batch integrity" was not always maintained by CPS (i.e., for a set of
student requests submitted to CPS on a given request day, not all matched records from that
request were received on the same receipt day).  No major problems arose from the dissolution of
submission batches, although occasionally CPS data for a single student was received after CADE
records for his/her school had already been preloaded and sent to the field.  This required some
unnecessary data entry for the involved student; however, the number of such cases is estimated
to be less than 5.

CPS Match Rate.  As previously reported (see Table III.B.2), matches were obtained and
SAR data obtained for almost 65 percent of the undergraduate sample and for over 40 percent of
the G1P samples.  The within institution match rates ranged from 4.7 percent to 97.3 percent,
with higher median  within-institution matching rates in the for-profit institutions (see Table
III.B.1).  Since the field test sample was not completely representative of the full scale study
sample, direct inferences to the full-scale results can not be drawn; however, estimates from prior
full-scale NPSAS implementations suggest that CPS data will be available for more than half of
the full-scale sample, which will result in considerable savings in data entry effort during the
CADE record abstraction procedure.

Miss Rate (False Negatives) for CPS Submissions.  It was not expected that all
non-matches to the CPS file would be non-applicants for student aid.  Consequently, the record
abstraction process allowed for collection of SAR data from institutional files, even if it had not
been obtained during the CPS request.  Cases for whom SAR data were obtained from
institutional data but not from the CPS request are here designated as misses (or false negatives). 
Obviously no CPS matches were expected for the two schools providing no SSNs on their student
lists.  Also, because the CPS is a dynamic system, some misses were expected to reflect no more
than the temporal delay between the CPS request and the institutional record abstraction.  Others
were expected due to typographical errors (in either the SSN or the last name) in either the
student lists or the CPS entries, or due to name changes (e.g., as a consequence of marriage), that
were not reflected on both files.

Table V.B.3 shows false negative rates, as previously defined, for the CPS matching
procedure.  For this presentation, none of the students from the schools that provided no SSNs
have been included, nor have 41 additional students from other schools for whom the SSN was
not provided or contained insufficient digits.  A total of only 69 of the 1,496 base represented
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Table V.B.3 —  CPS False Negative Rates by School Type and Student Classification

Institution Type Student Matched CADE a

Control  Level Classification through  CPS  b

Number not SAR Reported in

Number Percent

Total Total Total 1,496 69 4.6
Undergraduate 864 56 6.5
Graduate/First 632 13 2.1
Professional

Public Total Undergraduate 449 19 4.2

Less than 2 Years Undergraduate 47 4 8.5

2-3 Years Undergraduate 117 6 5.1

4 or More Years Total 557 15 2.7
Undergraduate 285 9 3.2
Graduate/First 272 6 2.2
Professional

Private, Non-Profit Total Undergraduate 336 24 7.1

Less than 4 Years Undergraduate 106 8 7.5

4 or More Years Total 600 23 3.8
Undergraduate 240 16 6.7
Graduate/First 360 7 1.9
Professional

Private, For Profit Total Undergraduate 69 13 18.8

Less than 2 Years Undergraduate 47 10 21.3

2 or More Years Undergraduate 22 3 13.6

NOTE: Statistics are reported for the 1,496 students with a provided social security number and no CPS match. 
Excluded are 153 student sample members from two institutions that failed to provide any social security
numbers as well as 41 additional students for whom no social security number was provided.  “False Negative
Rates” represent students for whom no match was obtained in the CPS but SAR information was collected
during record abstraction.  Some such discrepancies have been traced to faulty social security numbers, others
result from SAR data that had not yet been entered into the CPS at the time that the match was attempted.

Institution classification for this table has been corrected to agree with that verified by the participating institutions. a

To avoid even smaller cell sizes, categories of level of offering have been collapsed within the two private sectors.

Student classification reported reflects final status reconciliation based on CADE and CATI data.b



V.  Evaluation of Field Test Operations

NPSAS:96 Field Test Report Page V-25

 misses, yielding an overall miss rate is less than 5 percent (6.5 percent for undergraduates and 2.1
percent for Graduate/First Professional students).  This is quite acceptable.  Of note, however, is
the disparity of miss rates among students from different types of institutions.  Generally, miss
rates are markedly higher (by a factor of greater than 2) among students sampled from the for-
profit institutions.  Because those institutions generally operate on a "rolling admissions" system,
however, they are more likely than other types of schools to be affected by time delays between
the CPS request and the record abstraction.  Misses among undergraduates are generally lowest
among the institutions offering programs of four or more years, and these schools are more likely
to be on set calendar terms.

3. Institutional Record Abstraction 

a. General

The use of CADE procedures, by both contractor field interviewers and
institutional staff, to obtain abstraction of student institutional records was first initiated in
NPSAS:93.  As a result of the NPSAS:93 experiences and informal feedback from NPSAS:93
self-CADE coordinators, a number of procedures were initiated for NPSAS:96 to enhance the
effectiveness and user friendliness of the approach, particularly for the institutional CADE user. 
In particular, CADE developmental activities were directed toward: 

# inclusion of a user's manual, greater on screen instructions, on line help, and an
imbedded tutorial to help the self-CADE users, none of whom had received the
formal training with the program that was provided to the contractor's abstracting
field staff;

# inclusion of both scrolling and branching approaches to facilitate ease of movement
from one part of the instrument to another;

# imbedding data quality control and verification checks directly in the CADE
program, to alert users of potential omissions or "outlier" entries;

# imbedding an installation routine, including a virus detector, to facilitate loading
the program onto a wide range of the microcomputer systems that might be
encountered at different institutions, and

# inclusion of features allowing considerably greater capacity for preloading
information and customizing the program for State- and institution-specific
financial aid vehicles.

Additional input into final CADE development was obtained from the NASFAA research
committee, to which the final prototype of the system was demonstrated. 

Other CADE procedural refinements were introduced to facilitate the timeliness of CADE
completion, including: (a) prescheduling of schools for field staff, (b) maintaining a "hot line" for
operational or interpretational problem resolution, (c) scheduled biweekly calls to prompt self-
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It should be noted that the numbers reported in Table V.B.5 represent call-counts from only 50 of the 5927

institutions initially opting for self-CADE.
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CADE schools and to offer answers to questions that may have arisen: and (d) scheduled weekly
calls to field staff to assess their progress.

b. Ease of Using CADE Software

In general, the refinements to CADE resulted in more efficient operations
and fewer reported problems than were experienced in NPSAS:93; however, some challenges
were not fully met.  The "hot line" established was generally well received by CADE coordinators
at the schools; the types of problems reported in trying to use CADE are reported in Table
V.B.5.27

As can be seen from the table, the most frequent call requested information as to the
specific meaning of one or more data elements that were being requested in CADE.  While the
information requested was, in some cases, available in the User's Manual, this problem reflected a
generic one that has been corrected for the full-scale study.  Specifically, even though
considerable positive feedback was received from self-CADE users and field data collectors
regarding the on-screen instructions, the on-line help for the field test version of CADE received
little attention during CADE development, due to schedule constraints, and was of little
usefulness to users.  The on-line help screens have been greatly expanded for the full-scale CADE
instrument, including explanations as to the specific nature of information being requested.

The next most frequent problem arising involved specific situations of incompatible
(frequently peculiarly configured, but in other cases requiring a real need to clear additional
memory -- in all but 4 cases use of institutional hardware was facilitated) host systems or
insufficient memory for installing CADE.  A memory check was included as a part of the self-
CADE installation routine, since CADE required approximately 300K of available conventional
memory.  However, this did not work particularly well for two reasons.  First, schools were
confused between conventional memory and total RAM.  Second, the memory check failed
inappropriately under certain Windows 3.1 configurations.  The memory check routine has been
modified for the full-scale implementation in an attempt to correct for this problem, although to
some degree this and other hardware configuration incompatibility will remain unavoidable.  Also,
additional material has been included in the User's Manual to clarify the distinction of types of
memory and to give some examples of how to reconfigure systems to allow installations.

Problems with packaging were exclusively the result of a self-CADE user inadvertently
choosing the package option, which closed the CADE package and allowed no additional access
except after implementing an "unpackaging" option.  This situation was not adequately treated in
the field test User's Manual (in fact, the unpackaging procedures had been intentionally excluded). 
To address this problem in the full-scale implementation, material has been added to the User's
Manual to fully describe the consequences of packaging.  Also, an additional packaging
confirmation screen has been added explaining the nature and consequences of packaging and
asking the user "Do you really want to package at this time?"  This screen appears when the
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During planning for the field test, some concern had been expressed by financial aid administrators that SAR28

data was sometimes modified in financial aid offices and such corrections not reentered into the CPS; the
current study suggests that this is the case but that the incidence of this is small.
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packaging option is chosen and requires a confirmatory response to implement packaging (which
should considerably reduce inadvertent packaging).

Table V.B.5 -- Nature of Calls Received on the Self-CADE Hot Line

Nature of Call Problem Number of Calls

 Seeking clarification of CADE data elements 27

 Reporting hardware problems, installation problems, or 22
 “Insufficient RAM” message during installation

 Seeking assistance in packaging and sending back completed CADE 11
 records

 Reporting a virus detection during CADE installation or packaging  4a

 Requesting a computer be provided due to institution hardware  4
 limitations b

NOTE: Calls reported were received from 50 of the 59 schools that at some time chose the Self-CADE option.

The remaining two problem areas shown in Table V.B.5 occurred quite infrequently, but
are worthy of note.  In 2 instances, the virus detector imbedded within CADE interacted with the
host system to erroneously indicate the presence of a virus; in the other 2 cases, viruses actually
existed on the host system.  Further, in initial conversations, the contractor promised to provide
hardware to accommodate Self-CADE, if the hardware at the institution was insufficient; in these
4 cases, sufficiently powerful laptop computers were provided.

c. Abstracting Record Data into CADE

To reduce CADE data entry effort, a large number of elements were
preloaded into CADE records; moreover, the financial aid award section of CADE was
customized to include non-federal aid that was common to a particular school.  The most
extensive set of preloaded data involved EDI downloads from the CPS (see Section V.B.2),
which included a full subsection of CADE, where present.  Although, users were asked to update
the information as necessary and to supply any information that was missing, analyses conducted
revealed few instances (less than 5 percent of the cases) in which at least one final CADE values
differs from a non-missing CPS preload value, indicating that corrections were seldom
necessary.   Considerable positive feedback was received regarding the CPS preloads.28
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Other data were preloaded from the IPEDS IC file, as subsequently verified by the ICs, or
from other data of record.  In addition to student name, SSN, date of birth, and stratum (the latter
needed to guide specific portions of CADE applicable to the three student types), this additional
information was typically school specific and included: Name of institution, State in which
institution was located, IPEDS number, level and control of institution, school sampling stratum,
institutional calendar, institutional grading system, clock or credit hour awards.  These items of
information were included in each student CADE record to guide the CADE or as information
subsequently needed for analysis.  Although no direct feedback was received regarding the
efficiency gained by these preloaded data elements, such efficiency is obvious.

Customization involved identifying, prior to beginning data collection, the names of up to
four of the most common state-funded financial aid programs for each of the 50 states, plus the
District of Columbia and Puerto Rico.  The actual names of such programs were then preloaded
into CADE (as appropriate for the state in which the institution was located) as fixed response
options.  Similarly, for those institutions that award institution grants or scholarships, the names
of up to three such awards were listed in CADE.  Such customization was attempted to reduce
the burden of "fill in the blank" forms of aid and to allow an easier match of an aid source name
that was likely to appear in a student’s record.  While no specific comments were received from
self-CADE users or field abstractors, this appears to have worked well, and will be repeated for
the full scale study.

With one exception, no systematic feedback was received regarding difficulties in entering
data into CADE as formatted for the field test; however, field data collectors and institution
coordinators alike reported that the enrollment terms user exit in CADE was clearly the most
difficult part of the system.  For these data elements, users were required to construct a list of
terms for the institution (called the master term list or MTL), and then pick from the MTL each of
the terms in which a student was enrolled.  Constructing the MTL, adding additional terms, or
deleting an incorrect term seemed to be the most problematic areas.  Consequently, for the full
scale study we have asked institution coordinators to provide this information in advance and the
MTL will be customized for each institution prior to sending out the CADE package for an
institution CADE.  Also, the interface has been improved to simplify adding and deleting terms.

d. Completeness of CADE Data

Although direct positive feedback on the data verification checks was
received only from the contractor's field data collectors, previously presented results (see
Tables III.B.5 and III.B.6) have suggested their effectiveness in avoiding the relatively large
number of inadvertently omitted CADE data elements experienced during NPSAS:93.  The
NPSAS:93 lesson was clear in indicating that waiting to perform quality control on CADE data
until after receiving them back in-house was too late.  In the NPSAS:96 field test, when a user
indicated a subsection was complete, the software looked for missing data in specific fields; if
missing data was discovered, the user was prompted to please provide the missing information. 
Consequently, almost 96 percent of the returned CADE records contained all sections complete;
subsection completion rates, in all but one instance, exceeded 99 percent.
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More exact data regarding time needed for record abstraction were not maintained.29
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In a postsecondary record abstracting environment, however, completeness of data
collection is not always simply defined.  A positive entry (e.g., an indication that some financial
aid had been obtained) certainly implies that information was discovered to be entered and was
entered and then it is clear that the data element is completed.  On the other hand, a negative entry
(e.g., no indication that a particular form of financial aid was received) may imply that the aid was
definitely not received (in which case the data element is complete), or it may only indicate that
the record showing such aid was not uncovered.  This problem is exacerbated when all records
are not located centrally.

There is considerable evidence that graduate and first-professional assistantships represent
a form of financial aid that falls in the category of not being reported because the record was not
uncovered.  Specifically, of the 1047 graduate and first professional students in the field test
sample, only 19 assistantships were reported in CADE.  On the other hand, of the 705 graduate
and first-professional students interviewed in CATI, 73 reported receiving assistantships.  In order
to investigate the nature of what appears to be a serious underreporting of assistantships, follow-
up calls were made to the 15 schools in which no assistantships were reported in CADE but at
least one student from the school reported receipt of an assistantship.  Five of the schools
involved were not contacted by the time field test operations were concluded.  At 2 of the 10
remaining schools, the IC actively ought out records from other offices (e.g., the Graduate
School, Departmental Offices) and confirmed receipt of assistantships for all students who
reported receiving them in CATI.  ICs at the remaining 8 schools, indicated that typically such
records were not kept in the financial aid office at their schools and that assistantship data is
difficult to obtain, in large part because it is maintained in diverse locations and sometimes treated
as employment or human resources data, subject to confidentiality restrictions.

An attempt at development of cost-feasible solutions to what is clearly a completeness
problem with the record abstracting approach used in the field test (and in prior NPSAS studies)
is currently underway; however, the likelihood of solving this problem prior to full scale
implementation is considered low.

e. Timeliness of Record Abstraction

An indication of the duration of CADE activities, in days, by type of
institution is provided in Table V.B.6.  The proxy measure  used for time of abstracting is the29

number of calendar days between the date on which the CADE system for a school was initialized
at the main campus of the contractor and the date on which the completed and returned CADE
data file was successfully read and loaded onto the master CADE data set at 
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Table V.B.6 -- Institution-Level CADE “Duration” by Institution Level and Control

Institution Type Number ofa

 Control  Level Institutions

CADE Duration, in Days

Minimum Median Maximum

 Total Total 65 6 42 91

 Public Total 32 6 42 83

Less than 2 Years 4 6 29.5 63

2-3 Years 7 14 30 67

4 or More Years 21 18 44 83

 Private, Non-Profit Total 25 8 38 91

Less than 4 Years 5 9 30 50

4 or More Years 20 8 42 91

 Private, For Profit Total 8 15 49 57

Less than 2 Years 4 44 55 57

2 or More Years 3 15 29 31

NOTE: The Duration of CADE Data Abstraction for a given institution is defined as the number of calendar days
between the date the CADE system was initialized at the contractor's main campus, and the date the completed
CADE data file was returned and successfully read and loaded into the master CADE data set at the
contractor's main office.
Institution classification for this table has been verified by the participating institutions.

    a

the contractor's main campus.  This measure is a relatively good index for self-CADE schools, for
which the CADE package was typically sent to the school on the day it was initialized.  For field-
CADE schools, however, the measure typically represents a major overestimation of time needed,
since most institutional CADE packages were sent to the field abstractors well in advance of their
visit to the involved school.

The table provides minimum days, maximum days, and median days of CADE duration in
total and for different types of schools.  Considerable variation in CADE duration (from 6 days to
91 days) is shown in the table; also, duration for half the schools exceeded about 1 and a half
months.   Interpretation of sector differences from Table V.B.6 should not be made, since the type
of CADE abstraction performed and the number of records abstracted differ by sector and are
related to duration, as shown in Tables V.B.7 and V.B.8.
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Table V.B.7 -- Institution-Level CADE “Duration” by Method of Abstraction

Abstraction Method Number ofa

Institutions

CADE Duration in Days

Minimum Median Maximum

 Total 65 6 42 91

 Self CADE 50 18 42 91

 Field CADE 13 6 15 54b

 Hardcopy CADE 2 80 81.5 83

NOTE: The Duration of CADE Data Abstraction for a given institution is defined as the number of calendar days
between the date the CADE system was initialized at the contractor's main campus, and the date the completed
CADE data file was returned and successfully read and loaded into the master CADE data set at the
contractor's main office.

    For the self CADE method, institution staff completed the data abstraction and entered data into the CADEa

software; for field CADE method, contractor field data collectors were sent to the school to perform abstraction
and enter the data; for the (unplanned) hardcopy CADE method, institutions began the data abstraction and
entry process, but rather than completing it themselves or allowing a field data collector to complete the
process, the institution mailed hardcopy records to the contractor for data entry by central project staff.  (This
latter abstraction method typically results in incomplete data and is used only as a last resort.)

    Because appointment dates were established for field CADE institutions, the CADE system was sometimesb

initialized well in advance of the CADE appointment date; consequently, the upper values of these duration
statistics considerably overestimate the actual abstracting period.

Even with the recognized inflation in some of the duration measures for field-CADE
schools, that method of data abstraction is accomplished in a markedly more timely manner than
at self-CADE schools, as seen in Table V.B.7.  This is not particularly surprising, since the field
data collectors are being paid by the contractor for full time work, while the institutional staff
accomplishing the self-CADE abstractions are not.  The obvious trade off is between time to
completion and costs.  Similarly the results shown in Table V.B.8 are not particularly revealing;
median Cade duration increases with the number of students for whom abstracting is required.

The duration statistics for field-CADE reflect an improvement over that realized in
NPSAS:93.  In the field test, initial appointments for campus visits by field data collectors were
made by project staff in advance of the training for the field staff.  In addition to reducing the time
needed for completing field-CADE, this approach accomplished two additional goals: (1) training
materials better reflected potential coordinator questions and appropriate responses, and (2) data
collectors began their first actual abstraction assignments very shortly after having been trained
and, thus had less time to forget procedures taught them.  Considering both the time savings and
the positive feedback from the field data collectors about this approach, it will be maintained in
the full-scale study.
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Table V.B.8 -- Institution-Level CADE “Duration” by Size of Student Sample

Size of Student Sample Number of a

Institutions

CADE Duration in Days 

Minimum Median Maximum

Total 65 6 42 91

40 or Fewer Students 15 8 38 57

41-60 Students 33 6 42 91

61 or More Students 17 14 46 69

NOTE: The Duration of CADE Data Abstraction for a given institution is defined as the
number of calendar days between the date the CADE system was initialized at the
contractor's main campus, and the date the completed CADE data file was
returned and successfully read and loaded into the master CADE data set at the
contractor's main office.

Institutional groups were established using quartiles of the distribution of student sample    a

size to distinguish the "tail" categories.

In July of 1995 (after CADE data collection had been completed) contractor staff had
additional opportunities to meet with ICs at the NASFAA conference to discuss delays in
completing self-CADE.  Most of the ICs indicated that major delays were experienced in
obtaining access to records in other offices, from which the financial aid office had no direct
authority to request.  A recommendation from a number of coordinators was to encourage chief
administrators to appoint their Director of Institution Research as the coordinator, rather than the
Financial Aid Administrator, because these individuals are more likely to have access to data other
than financial aid data.  As discussed previously, this approach was not recommended for the full-
scale study, but it is recommended as a methodological experiment in a future NPSAS field test.

C. Computer Assisted Locating and Interviewing

1. General

The CATI locating and interviewing systems used in NPSAS:96 represented
marked improvements over those used in NPSAS:93 (see related discussion in Section II.B.4). 
First, the entire system was programmed using a new release of CASES 4.1 software; expanded
screen logic allowed much greater flexibility for compact screen presentation and full screen
editing of "matrix" and "check all that apply" items.  Under the new programming system, the
locator module of CATI was also made considerably easier for interviewers to use and allowed
greater flexibility in recording (and subsequently reviewing) tracing history for a given case. 
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While these data bases could not be accessed on the same computer running the CATI program (thus CATI-30

external), these data bases could be accessed on the same server through a separate computer set up in the same
booth with the CATI locator/interviewer; consequently, the data bases could be accessed on the second machine
while the case to be traced was still open on the first machine. 
In this context, form-legitimate means only that the telephone number had the appropriate 10 digits, not all of which31

were 9.
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Capability for in-house tracing was further augmented by inclusion of two CATI-external data30

bases of names, addresses, and telephone numbers.  Tracing procedures were also established to
use a subcontractor (EQUIFAX) to assist in locating cases that could not be traced through in-
house approaches.

In general, the supporting systems for the locating/interviewing effort performed quite
well, and were considered major improvements by the locator/interviewers.  Minor (and some
more-than-minor) programming problems (and needed additional improvement of system user
friendliness) in the systems arose throughout the locating/interviewing period, and appropriate
corrections and adjustments were subsequently implemented, as needed.  Weekly (or more
frequent during early stages) quality circle meetings were held among programmers and
locator/interviewers in which most of the mechanical and operational problems of the process
were uncovered.

Due to the constraining window of time in which to accomplish the field test locating/
interviewing, much of the intensive CATI-external tracing procedures were not fully evaluated
(simply because sufficient cases did not reach that point of operation during the abbreviated time
period).  As an example, only 25 cases were sent to EQUIFAX for intensive tracing; while 12 of
the cases were "located", the new addresses/telephone numbers could not be verified, since the
cases were returned following the data collection end date.  Generally, however, feedback from
locator/interviewers during quality circles indicated that they considered the two external data
bases worked quite effectively, when used.

2. Standard Locating and Interviewing Operations

As previously reported (Section III.C) locating and interviewing results suffered
from the abbreviated data collection period of the field test.  Operational decisions to prioritize
operations for certain populations also depressed the results obtained for other groups. 
Nonetheless, the ability to locate and interview sample members showed some real variation over
different types of schools, even within prioritized and non-prioritized groups (see above,
Tables III.C.1 and III.C.2).  Some of these differences (which have been observed in a number of
previous studies) can likely be attributed to different age and mobility characteristics of students in
different postsecondary sectors; however, evaluation of other potential causes of differential rates
(focusing on locating, where differences were expected to be greatest) were undertaken.

Cases with insufficient initial locating information are notoriously difficult to reach.  Even
though a "form-legitimate"  telephone number was obtained during CADE abstraction (or CPS31

EDI) for all but 272 cases, some question remained of the adequacy of such phone numbers which
were collected under different modes of record abstracting.  Specifically, successful locating was
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One difference (the graduate/first professional student difference under the two forms of CADE administration --32

Table V.C.1) approaches statistical significance using a level of .05; however, that difference is not directionally
consistent with other differences in the same table.
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examined as a function of whether the abstracting had been accomplished by self-CADE or field-
CADE.  Also, since CPS telephone numbers and addresses were obtained, success in locating was
also examined as a function of whether or not a CPS match (and associated download of
information) had been obtained.

The results of these examinations are presented in Tables V.C.1 and V.C.2, respectively. 
Differences shown in these results are singularly unimpressive .  Lack of meaningful and32

systematic differences suggest that the factors considered are unrelated to ability to locate
students.  It should be recalled, however, that these results are based on data that have not
allowed the full range of tracing approaches to be implemented; consequently, with additional
tracing time, differences may have been observed.  The most likely conclusion regarding
difficulties in tracing is that additional calendar time is needed to achieve the needed locating rate;
this will, of course, be available for the full-scale study.

The ability to complete an interview with a sample member, after that sample member has
been located remains principally determined by avoiding (or converting, if it occurs) refusals on
the part of the sample member.  There are of course, other situations that have received attention
in the survey literature, the most notable of which is the use of gatekeepers to screen calls to the
sample member (recently, the answering machine has become a very important player as a
mechanical gatekeeper).  These other situations also typically relate to a refusal, even though in
these other cases the refusal is implicit rater than explicit.

As shown in Table V.C.3, an initial explicit refusal was experienced for over one-fifth of
the NPSAS:96 field test sample members.  Within groups of sufficient size to support stable
estimates, initial refusal rates were concentrated within the 20 percent to 24 percent range, and no
meaningful systematic differences in these rates were observed among types of schools or types of
students. The observed rate is also reasonably consistent with initial refusal rates found in
telephone surveys of a young adult population.

The time frame for data collection did allow for implementation of some refusal
conversion approaches (although the extent of such operations were curtailed by the abbreviated
data collection period).  The success of conversions of initial refusals during the NPSAS:96 field
test is shown in Table V.C.4.  The overall conversion rate was about 38 percent.  While
considerable fluctuation in rates are observed in the various table cells, the bulk of such variation
is restricted to cells with 50 or fewer cases, in which stability of the estimates are not as great. 
The only potentially meaningful trend is within the public and private institutions offering four or
more year programs, where success in conversion drops almost monotonically from the potential
FTB group to the other undergraduate group to the graduate/first professional group.  Greater
success in the potential FTB group would be expected, since greater effort was directed to these
cases; however, another contributing factor is probably age.  The groups in the order specified are
progressively older (on average), and younger students are commonly more easily persuaded.
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Time stamps were typically contaminated by interviewers "backing up" in the interview to correct previous entries35

that were subsequently discovered to be in error.  Procedures were developed to avoid this problem, but they were
not implemented for all of the time stamps in the interview.

NPSAS:96 Field Test Report Page V-40

Table V.C.5 -- Locating and Interviewing Rates by whether Student Guide Was Mailed

Student Guide Group Number Percent Number Percent Number Percent 

Total Located Interviewed c

a b d

 Total 3,344 100.0 2,932 87.7 2,391 81.5

 Sent Student Guide 1,671 50.0 1,462 87.3 1,199 82.0

 Not Sent Student Guide 1,673 50.0 1,470 87.9 1,192 81.1

NOTE: Statistics are based on 3,334 sample members, sample members excluded include determined NPSAS-ineligibles
(deceased or otherwise unavailable), those to whom no mailing was sent since (lacking sufficient mailing address),
and those for whom the mailing was returned undeliverable.
Percentages are based on column total.    a

Percentages are based on total for row under consideration.     b

Includes full and partial interviews of those determined NPSAS-eligible.    c

Percentages are based on the number located in row under consideration.    d

however, some data loss for these analyses resulted from contaminated time stamps, in which case all35

affected sections were discarded for a case.

Average administration time to complete the student interview was 39.2 minutes for the BPS
cohort members (i.e., verified FTBs) and 28.0 to 28.5, respectively for graduate/first professional
students and undergraduates. The additional time required for the BPS cohort is principally
attributable to Section F (which was only administered to such students) and the time required to
obtain the much more comprehensive Section J locating information for the longitudinal study sample. 
Other differences in administration time among the student groups are relatively small and probably
are attributable to two major factors: (a) the shorter time that FTBs have been in school, and (b) the
fact that relatively few other undergraduates and no graduate students were sampled from less than
four year schools.

Some additional insight into the burden of the interview on student sample members was
obtained from those who completed the reliability reinterview.  It should be kept in mind that this
subgroup represents an extremely cooperative set of students; they completed the first interview and
then agreed to (and ultimately did) complete still another interview.  At the conclusion of the reliability
reinterview, these students were asked:

"In the first interview were there any terms that you found difficult to understand or
any questions that were particularly hard to answer?  Also, were there any items you
recommend deleting?"
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Table V.C.6 -- Average Minutes to Complete the NPSAS:96 Field Test Student
                    Telephone Interview by Section and Student Type

Section a

Student Type b

FTB Students Undergraduate Professional
Only Students Students

Other Graduate/First

Count Time Count Time Count Time

 TOTAL TIME -- 39.2 -- 28.5 -- 28.0 c

 Section A: School Enrollment 686 4.1 1029 5.2 655 5.0

 Section B: Enrollment Status and 670 5.5 1016 5.0 643 4.7
               Educational Expenses

 Section C: Financial Aid 658 2.2 1000 2.5 638 2.9

 Section D: Additional Sources of 649 2.8 986 2.3 628 1.9
               Support

 Section E: Employment 640 4.1 966 4.6 622 4.3

 Section I: Financial Status 633 3.1 951 3.5 620 3.8

 Section G: Student Demographics 630 2.5 945 2.6 619 2.8
               and Citizenship

 Section H: Parental Characteristics 624 3.1 941 2.7 615 2.3

 Section F: Educational Experiences 605 7.4 -- -- -- --
               and Expectations d

 Section J: Locating Information 601 4.5 941 0.2 615 0.2

NOTE: Section times are based on the number of respondents completing each section, excluding those with contaminated
time stamps.

    Sections are presented in the order in which they were administered, which does not conform precisely to ana

alphabetical ordering.
    Student classifications reflect status as verified in  CATI.b

    Total Time is computed as the sum of individual section times.c

    This section was only administered to FTBs.d

A total of 72 separate comments were provided; these are coded and tabulated in Table V.C.7.  The
most prevalent comment, by far, (almost 57 percent of all comments) was that requested financial
information was too difficult to recall.  Not surprisingly, both the nature and the relative frequency of
the comments corresponded quite closely to unsolicited comments reported by interviewers during
debriefings.
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The presence of a contaminated time stamp exclusion is clearly present in the table.36
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Table V.C.7— Comments by Reliability Reinterview Respondents Regarding the Full 
Student Interview

Comment Frequency Percent

 Too difficult to recall financial items 41 56.9

 Certain items were irrelevant to that student 10 13.9

 Some interview items were too personal 10 13.9

 Interview took too much time  7  9.7

 Too difficult to recall dates  4  5.6

NOTE: Statistics are based on 72 coded comments from 64 students who were prompted for comments about the difficulty
and relevance of the full student interview after they completed the reliability reinterview. 

Administration time for the parent interview is shown in Table V.C.8.  On average a36

complete parent interview lasted about a quarter of an hour.

As a consequence of examining administration time by the study Technical Review
Panel, certain items were recommended for deletion from both interviews for the full-scale
study.  Items chosen for exclusion were typically those which showed a lack of temporal
stability or extremely low variance of responses (see Chapter V).

Interview administration time, however, reflects only a small fraction of the time
required to obtain a completed interview.  Time is spent by locator/interviewers in locating,
scheduling call-backs, attempting refusal conversion, and other related acidities.  This time is
spent not only on cases that are ultimately interviewed but also on cases for whom no
interviews are obtained.  The average locator/interviewer time requirement for each completed
interview was slightly more than 2.5 hours.



V.  Evaluation of Field Test Operations

NPSAS:96 Field Test Report Page V-43

Table V.C.8— Average Minutes to Complete the NPSAS:96 Field Test Parent Telephone
Interview, by Section

Section Count Time

 TOTAL TIME -- 15.6 a

 Section L: Financial Support for Education 141 5.6

 Section M: Household School Enrollment 140 2.1

 Section N: Employment Status and Financial Condition 139 5.0

 Section Q: Reasons for Not Seeking Financial Aid 139 0.6

 Section R: Choice of NPSAS School 139 0.8

 Section P: Parent Demographics 140 1.5

NOTE: Section times are based on the number of respondents completing each section, excluding those with contaminated
time stamps.
Total Time is computed as the sum of individual section times.    a
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VI.  Evaluation of Data Quality

A. Reliability Reinterview Results

Reliability reinterviews were administered to a randomly selected subsample of NPSAS
student respondents to assess the short-term temporal stability of selected items.  Items were
selected for reinterview based on the following criteria: (1) items not selected for prior NPSAS or
BPS reliability reinterview studies; (2) items that, taken together, would be broadly representative
of the student interview; (3) items that have been problematic in prior NPSAS surveys; and (4)
items for which responses should not change over time.  Percent agreement and appropriate
correlational analyses were used to estimate response stability between two interview
administrators conducted two to four weeks apart.  Lack of agreement (or low correlation)
between responses from the same individuals would reflect instability over short time frames due
to measurement error and to the extent this occurs, suggests the need to delete or revise the
item(s) in question.  On the other hand, high indices of agreement suggest that the student
interview responses are relatively free of measurement errors that cause response instability over
short periods of time.  

Reinterview respondents were asked a subset of questions from the full field test student
interview covering educational experiences, education expenses and finances, work and
community service experiences, and participation in school-related activities.  Analyses were
based on the 226 respondents who completed reinterviews (see Chapter III).  In the reinterview
questionnaire, information from the initial interview was preloaded into the reinterview to ensure
that school-specific and occupation-specific items were asked for the same school or the same job
across the two interviews.  In the tables which follow, respondent sample sizes are presented for
all results because numbers of cases vary due to applicability (or inapplicability) of the item being
investigated and analyses are restricted to cases with determinate responses in both interviews. 

Items on the reinterview included normal, ordinal, continuous variables.  Percent-
agreement was computed for nominal and ordinal variables based on the number of responses that
were exactly the same in both interviews; for continuous variables (e.g., dollar amounts), percent
agreement was based on the number of paired matches within one standard deviation unit of each
other.  One of three relational statistics were used, depending on the properties of the particular
variable:  (1) Pearson’s product moment correlation coefficient for the continuous measures such
as year of graduation or dollar amounts; (2) Cramer’s V statistic for items with discrete,
unordered response categories; and (3) Kendall’s Tau coefficient for items with discrete, ordered
response categories.  

1. Educational Experiences

Reliability indices for reports of high school completion and enrollment at the
NPSAS postsecondary school are presented in Table VI.A1.  Temporal consistency for reports of
type and date of high school completion were very high, as measured both by the percent-
agreement and the correlational statistic.  Similarly, reports of first postsecondary school attended
and date of first attendance were highly stable across the two interview administrations.  
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Table VI.A1— Reliability Indices for High School Completion and Postsecondary 
School Enrollment

Data Element Considered of Cases Agreement Statistic
Number Percent Relational

Type of high school diploma    225 98.7 0.97a

Year of high school graduation/completion 223 100.0 1.00b

NPSAS school was first postsecondary experience 225 95.6 0.91a

Date of first postsecondary enrollment 219 98.2 0.94b

Degree program in first term of NPSAS year 209 80.9 0.66a

Level or year in program during first term of NPSAS
year

Undergraduates 90 81.1 0.84
Graduates/First Professionals 47 61.7 0.32

c
c

Indicates Cramer’s V statistic.a

Indicates a Pearson correlation statistic.b

Indicates a Spearman correlation.c

Student reports of type of degree program enrolled in during the first term at the NPSAS school
were fairly stable as were undergraduate responses to year or level in program; however, reports
of year in program among graduate students showed somewhat lower temporal stability, both in
terms of percent agreement (61 percent) and correlation (.32).  

2. Education and Living Expenses

Table VI.A2 contains measures of response consistency for students’ reports of
education and living expenses during the 1994-95 school year.  The results presented in this table
are fairly consistent with results of prior investigations of similar items and respondent groups,
and indicate that students’ reports for items dealing with dollar amount estimates (of expenses,
awards, earnings) are generally somewhat less stable across time than are their reports of events
and activities.  The two measures of temporal stability appear contradictory; however, the
generally higher levels of percent-agreement may reflect a substantial number of cases where a
response of zero was reported on both occasions.  This would reduce the overall variance of the
differences, giving greater weight to differences between pairs of non-zero responses.  In such a
case, one would expect the value of the relational statistics to be lower.  It is interesting to note
that these two indices are consistently high with regard to the responses to the number of financial
dependents, in which case the number of non-zero paired responses are so minimal that they have
little effect in reducing the value of the relational statistics.  
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Table VI.A.2— Reliability Indices for Selected Educational and Living Expenses 
During the 1994-95 School Year

Data Element Considered Cases Agreement Statistic
Number of Percent Relational

a

Annual Educational Expenses

Commuting to class 184 85.3 0.35

Other educational expenses 190 85.8 0.27

Monthly Living Expenses

Food/meals 200 77.5 0.43

Car loans, maintenance, and 198 84.3 0.37
insurance

Personal expenses (e.g., clothing, 202 87.6 0.31
dry cleaning, recreation)

Other expenses (e.g., telephone 212 86.3 0.24
bill, child support, life or health
insurance, repayment of other
loans)

Children or other dependents 225 92.4 0.84
supported on July 1, 1994

All statistics shown are Pearson correlations.  a

3. Loans

Items indicating receipt of loans from sources other than the federal or state
government, institutions, or student’s employer were evaluated during the field test.  Although the
number of students receiving such loans was too small to compute reliable measures of temporal
consistency for items pertaining to source and amount of such loans, Table VI.A3 presents these
measures with respect to students’ responses of whether or not loans fro these sources (which
include parents, relatives, and commercial banks) were received.  Generally, reliability of these
data is acceptable and consistent with prior investigations, with exact agreement of responses at
85 percent; the relational statistics of .34 reflects sensitivity to small systematic changes in the
distribution of responses examined.  
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Table VI.A.3— Reliability Indices for Sources and Amounts of Other Loans

Data Element Considered Cases Agreement Statistic
Number of Percent Relational

Received loans from parents, 225 85.3 0.34
relatives, banks, credit unions, or
other sources

a

Indicates Cramer’s statistic.a

4. Employment and Community Service

Table IV.A4 presents measures of response consistency for items asking about
students’ employment status, participation in “work assistance” programs (i.e., work-study,
teaching or research assistantships), and performance of community service activities.  In general,
the reliability estimates for these items were high, with percent agreement values ranging from 85
to 98 percent and relational statistic values ranging from .69 to .77 (correlations for teaching and
research assistantships, which were restricted to graduate students and reported by only small
numbers were not computed).  

Table VI.A.4— Reliability Indices for Employment Status and Community Service
During NPSAS Year

Data Element Considered Cases Agreement Statistic
Number of Percent Relational

a

Employed for pay at anytime 225 91.6 0.73

Participated in College Work Study 225 96.0 0.77

Participated in teaching assistantship 55 98.2 --b

Participated in research assistantship 55 96.4 --b

Performed community service 224 85.3 0.69

All statistics shown are Cramer’s V statistics.a

Limited to graduate and first professional students; insufficient cell sizes prohibit computation of a Cramer’s statistic.
b
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5. Participation in School-Related Activities (FTBs Only)

First-time beginning students were asked to indicate the frequency of their
participation in a number of school-related activities, using a scale of 0 to 9 (with 9 indicating 9 or
more times).  These items were included in prior BPS interviews but with a three-point verbally-
anchored response scale (i.e., 1 = never, 2 = sometimes, 3 = often), which yielded little response
variation for several items.  Therefore, the item set was included in the reinterview to investigate
the temporal stability of responses to the new 10-point scale.  

As shown in Table VI.A5, percent exact agreement for the various school-related
activities included in the item set were consistently low (ranging from 34 percent to 62 percent);
correlational statistics were similarly unimpressive, ranging from .40 to .56, but are consistent
with those of prior BPS studies for similar item rates (e.g., participation in political activities). 
Part of the problem might stem from vague or unclear item wording, which can be corrected for
the full-scale.  For example, only 32 students provided a scale response for “participation in
student assistance center/programs,” more than half of the FTBs asked about this activity
responded “don’t know,” indicating that they were not sure what was meant by this question. 

Table VI.A5— Reliability Indices for Frequency of Participation in School-Related
Activities Among First Time Beginning Students, 1994-95 School Year

Data Element Considered of Cases Agreement Statistic
Number Percent Relational

a

School-Related Activity:

Have academic discussions with faculty 68 41.2 0.40
outside class

Meet with advisor about academic plans 68 35.3 0.45

Have informal/social contacts with advisor or 68 55.9 0.41
other faculty outside of class/office

Participate in study groups outside of class 68 38.2 0.44

Participate in student assistance 32 62.5 0.40
center/program

Go places with friends 68 52.9 0.51

Participate in school clubs 67 61.2 0.56

Attend academic or career-related lectures, 68 33.8 0.36
conventions, or field trips

All statistics shown are Kendall’s tau.a
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VII. Recommendations for the Full-Scale Study

The NPSAS:96 field test was successful in providing useful information with respect to
planningfor the full scale study. While many aspects of the survey design and instrumentation
worked quite well, some field test outcomes and evaluation results, documented in Chapters III
through VI of this report, justifyprocedural and substantive modificationsto the full scale survey
implementation. These recommended changes were presented in the preceding chapters, under
the applicable topic, and are summarized below by major area.

A. Institutional Sample Selection

Comparative evaluations of the 1-stage (unclustered) versus 2-stage (clustered)
institutional designs were conducted using data from NPSAS:93 and from the NPSAS:96 field
test survey. The results of these evaluations showed that the 1-stage design would yield more
analytic precision for estimates of important subpopulations, while the cost of implementingboth
designs were virtually the same. Consequently, the 1-stage institutional sample is recommended
for the full scale NPSAS:96 study.

B. Downloading SAR Data from the Central Processing System (CPS)

The NPSAS:96 field test represented the first attempt to match sampled students at each
sample institution against the CPS files and electronicallydownload SAR data for the student aid
applicants. This procedure proved quite effective, both in obtaining higher quality data (by
avoiding transcription errors typicallyexperienced in on-site data entry from school records) and
in reducing costs associated with in-fielddata abstraction. Further, by reducing the burden on
institutions associated with abstracting these data, it enhanced participation and timelinessof the
institutional data collection component of the study. Therefore, it is recommended that the CPS
data files be accessed for the full-scalestudy.

C. CADE

The CADE software and collection procedures proved highlyeffective in the field tests,
with very few exceptions. Debriefingsconducted with institutional and field staff involved in
abstracting the student record information and entering it into the CADE software suggested a
few areas in which improvement is feasibleand recommended. Specifically,to better compensate
for the lack of formal training of institutional staff at self-CADE schools, improvements of the
CADE Users’ Guide and enhancement of help screens are recommended. Additionally,it is
recommended that the institutional term list be built in advance of data collection (through early
contact with the institutional coordinator) and preloaded into CADE to avoid having to construct
this term list after receiving the software.

Another set of recommendations stems from the apparent inabilityto locate and collect
teaching/research assistantship data for graduate students at field test institutions. Several
changes are recommended, including:obtaining better information beforehand on where this
information is kept at the institution, emphasizingthis issue in training materials and during
training, and enhancing on-line help (e.g., adding help screens pointing out that these
assistantships should be considered financialaid and not simplyjobs).



VII. Recommendations for the Full-Scale Study

NPSAS:96 Field Test Report Page VII-2

D. CATI Training

Information obtained from quality circle meetings with telephone interview staff,
qualitative monitoring of telephone interviews, and examinationof problem sheets completed by
interviewers after completing an interview, all point to the need for more training on the student
and parent interviews, generally, and on the SIC/SOC coding items, in particular. Consequently,
recommended changes include adding four hours to the current two-day NPSAS training session
for interviewers and conducting training in smaller groups (not to exceed 25 interviewers per
session). Also, improved training materials and on-line help for the full scale CATI interviews is
recommended.

E. CATI Student and Parent Interviews

Major revisions are recommended for both the Student and Parent CATI interview based
on (1) examinationof field test reinterview results, (2) examinationof item indeterminate data,
(3) results of timing analyses, (4) quality circle debriefingswith telephone interviewers and
supervisors, and (5) discussions with members of the study Technical Review Panel.
Recommended changes pertain to deleting items (with and without substitution of alternative
items), revising items, changing the logic specifyingwhich groups of students are appropriate for
particular item(s). For example, among the items recommended for deletion are expenses for
rent, food, etc., since field test data (as well as data from other studies) indicate that this
information cannot be accurately and reliablyobtained from student reports. Also, questions
dealing with filingfederal tax returns will be deleted from the full scale, as will lengthy item sets
asking respondents to rate each in terms of its importance to their career. Recommended item
revisions, to increase clarity of the questions or the appropriateness of response option, are too
numerous for inclusion in this report but will enhance the quality of data obtained through the full
scale student and parent interviews.

F. Student Guide

A copy of the “Student Guide”, a government publication containing information about
federal student aid programs and how to apply for them, was included with the student
prenotification mailout materials for half of the field test sample. It was hypothesized that
students who received the Student Guide would be more likelyto complete the subsequent CATI
interview than those who did not. However, no differenceswere obtained in the response rates
for both groups. Therefore, eliminatingthe Student Guide from the prenotification mailingto
students in the full scale study is recommended.


































































































































































































































































































































































